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AGENDA

 Introduce dataOhlsson dataset

 Example Smooths

 Thin plate smooths on driver age

 Tensor interaction smooth on engine vehicle ratio and driver age

 Evaluating GAM exercise

 Build a GAM on Training Data

 Analyze Model Output

 Show Holdout Test

 Review of Questions for GAMs



DATAOHLSSON DATASET

 Part of R’s  insuranceData package
 Motorcycle Insurance Data
 Former Swedish Insurance Company Wasa
 Data from 1994-1998

 Preliminary adjustments
 Columns renamed to English
 Driver age capped between 16 and 80
 Vehicle age capped at 40
 Filtered for records where exposures > .01

 Data Size
 64,548 rows

 9 columns

 692 claims (fairly small)

 65,235.2 exposures

 Renamed Columns:
 Driver Age

 Gender

 Parish

 Engine Vehicle Ratio

 (Engine power in kW x 100) / (Vehicle weight in kg + 75)

 Rounded to the nearest lower integer

 75 kg represent the average driver weight

 Vehicle Age

 Claim-Free Bonus Class

 Exposures

 Claims

 Losses



THIN PLATE SMOOTHS



THIN PLATE SMOOTHS

 Columns to smooth are 
wrapped in “s(   )”

 The smooth type is 
controlled by the bs 
argument

 The default smooth type is 
thin plate (bs = “tp”)

 The argument k 
determines the number of 
basis functions



THIN PLATE SMOOTHS

 Thin plate smooths can be used to smooth “wiggly” data

 Frequency by Driver age is well-known not to follow a straight line

 High for the youngest drivers

 High for the oldest drivers

 Lower in the middle

 Experiment: Build a claim count model which uses thin plate smooths

 Check how the smooth changes with different number of basis functions

 Show default plot of the smooth term

 Manually plot the predicted frequency by age



THIN PLATE SMOOTH



THIN PLATE SMOOTH (K = 3)



THIN PLATE SMOOTH (K = 5)



THIN PLATE SMOOTH (K = 7)



THIN PLATE SMOOTH (K = 10)



TENSOR INTERACTION SMOOTHS



TENSOR INTERACTION SMOOTHS

 Tensor interaction models pure interaction effect on top 
of the main effect

 Tensor smooths are useful when the 2 variables have 
different scales

 The relationship between driver age and engine vehicle 
ratio seems promising
 Perhaps the added risk of a powerful motorcycle varies based on 

who is using it

 Scales are different (Age: 16 – 80 years, EV Ratio: Classes 1 - 7

 Experiment: Build a claim count model which uses 
smoothed age, linear ev ratio, and a tensor interaction
 Show how to formulate this model

 Show visualization options



TENSOR INTERACTION SMOOTH

 One non-smoothed term: ev_ratio_int

 One smoothed main effect term: s(driver_age_int)

 One smoothed interaction term: ti(driver_age_int, ev_ratio_int)



TENSOR INTERACTION SMOOTH



TENSOR INTERACTION SMOOTH
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EVALUATING GAM EXERCISE



TRAINING / TEST SPLIT

 Training Data (80%)

 80% of records with no claims

 80% of records with 1 or 2 claims

 Test Data (20%)

 20% of records with no claims

 20% of records with 1 or 2 claims

 Model built with the Training Data

 Decile plot built on the Test Data



SUMMARY() ON THE MODEL OBJECT



SUMMARY() ON THE MODEL OBJECT



SUMMARY() ON THE MODEL OBJECT



SUMMARY() ON THE MODEL OBJECT

 ti( driver_age_int, ev_ratio_int) has a p-
value of 0.15



SUMMARY() ON THE MODEL OBJECT

 ti( driver_age_int, ev_ratio_int) has a p-
value of 0.15

 R-sq. (adj) = 0.0049



PLOT() ON THE MODEL OBJECT



VIS.GAM() ON THE INTERACTED TERMS
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GAM.CHECK() AUTOMATED RESULTS

 We want HIGH values for these p-values

 We are checking if one of the smooths is 
predictive of the residuals

 We sure hope it isn’t!

 We want k-index approximately 1



GAM.CHECK() AUTOMATED PLOTS

 These plots can be challenging to 
evaluate for discrete values

 The residual plots look odd because 
the target variable is either 0, 1, or 2



AVERAGE RESIDUAL BY PREDICTED VALUE

 Here, predicted mean frequency is 
rounded to the nearest 0.01

 We are hoping for average residuals to 
be randomly distributed around zero

 This plot fails this test



CONCURVITY() ON THE MODEL OBJECT

 Worst, observed, estimate are different 
measurements of concurvity

 Worst is the most pessimistic

 Rule of thumb: Worst case concurvity > 0.8 
is too much



CONCURVITY() ON THE MODEL OBJECT

 Worst, observed, estimate are different 
measurements of concurvity

 Worst is the most pessimistic

 Rule of thumb: Worst case concurvity > 0.8 
is too much



CONCLUSION

 Positives
 Concurvity Metrics appear okay

 Negatives
 The ti(driver_age, ev_ratio) smooth p-value from the 

summary = 0.15 (too high)

 Driver age smooth plot is counterintuitive for 16 year 
old drivers

 The s(driver age) p-value from gam.check() = 0.12 (too 
low)

 The average residual by predicted value plot show the 
residuals do not have a mean of zero and higher 
predictions have a negative residual

 The decile plot on test data confirms that our highest 
predictions are too high



HOW TO IMPROVE?

 Adjust number of basis functions with k

 Adjust the smoothing parameters (wiggliness penalty) with sp

 Try alternate smoothing functions with bs

 Use a larger, more credible dataset!



QUESTIONS FOR GAM’S

 Provide GAM Output [from summary()]
 Effective Degrees of Freedom (EDF)

 Reference Degrees of Freedom (RDF)

 Chi-sq or F Statistic

 P-values (hopefully low)

 Adjusted R-Squared (hopefully closer to 1.0)

 Deviance Explained

 Scale Estimate

 N – Number of Observations (hopefully large – credible)

 Provide GAM Output from the gam.check() 
statement.
 Method

 Optimizer

 Convergence Iterations (hopefully converged)

 Hessian Eigenvalues, Eigenvalue Range

 Model Rank

 Basis Dimension (k’)

 EDF

 K-index (hopefully close to 1.0)

 P-values (hopefully high)



QUESTIONS FOR GAM’S

 Rationales 

 Type / number of smooth terms

 K value(s)

 Smoothing parameter value(s)

 Optimization method

 Correlation matrix non-smoothed terms

 Concurvity metrics for smoothed terms

 AIC after each term in the model

 Plots

 Plot of the smooth terms (since there are no betas) [plot()]

 Include confidence intervals

 Visualizations for interactions [vis.gam()]

 Residual plots

 gam.check() plots (useful for continuous target variables)

 Average residual by predicted value (or bucket)

 Lift charts

 Lorenz curve

 Quantile Plot
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