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THIRD-PARTY DATA AND MODELS (H) TASK FORCE 
2024 Charges and Work Plan 

 
 
2024 Adopted Charges 
 
The following charges were adopted by Plenary at the 2023 Fall National Meeting: 
 

1. The Third-Party Data and Models (H) Task Force will: 
A. Develop and propose a framework for the regulatory oversight of third-party data 

and predictive models. 
B. Monitor and report on state, federal, and international activities related to 

governmental oversight and regulation of third-party data and model vendors and 
their products and services. Provide recommendations to the Innovation, 
Cybersecurity, and Technology (H) Committee regarding responses to such 
activities. 

 
Background for the Work Plan 
 
At the 2023 Fall National Meeting, the NAIC adopted the NAIC Model Bulletin: Use of Artificial 
intelligence systems by insurers. The bulletin explains the regulators’ expectations for 
governance around the development, acquisition, and use of certain AI technologies and advises 
insurers “of the type of information and documentation that the Department may request during 
an investigation or examination of any Insurer regarding its use of such technologies and AI 
Systems.” Third-party sections of the bulletin are included in this document as Attachment A. 

This bulletin lists and explains the applicable current laws and regulations that underlay the 
Bulletin and point to the NAIC’s 2020 Principles1 of Artificial Intelligence as an appropriate 
source of guidance for Insurers as they develop and use AI systems. Under these current laws, 
there is a framework around the regulation of third-party data and models. 

The goal of this Task Force is to develop and propose an optimal regulatory framework for the 
regulatory oversight of third-party data and predictive models. The proposed regulatory 
framework may require new or modification of adopted model laws or regulations in 2025.  

Throughout the year, the Third-Party Data and Models (H) Task Force will coordinate with other 
Innovation, Cybersecurity, and Technology (H) Committee activities and forums and place 
emphasis on transparency during the process.  

 
1 The principles emphasize the importance of the fairness and ethical use of AI; accountability; compliance with state laws and 
regulations; transparency; and a safe, secure, fair, and robust system.  

 



 
 

   
 

 

2024 Work Plan 

In 2024, the focus for the Task Force will be on research to determine the framework for 
regulatory oversight of third-party data and predictive models, including those utilizing artificial 
intelligence. The framework will be clear that insurers are ultimately responsible for ensuring that 
insurance laws and regulations continue to be complied with while using  data and models from 
third-party vendors.  

Project Steps 

2024: Explore and decide on a general concept for a framework for regulatory oversight of third-
party  data and models, including those utilizing artificial intelligence.  

A. Evaluate existing frameworks and discuss whether existing frameworks might be useable 
for the regulation of third-party data and models.  

• What are the current issues that insurance departments have regulating insurers 
that use third-party data and models in rating, underwriting, marketing, and 
handling claims? 

• Is a framework scalable?  
• Would regulators have the bandwidth?  
• Does the existing framework apply to any particular line of business or company 

use? 
• What are the reasons that third-party vendors are reluctant to get licensed as 

advisory or rating organizations? 
• Determine how third-party vendors/models are being utilized and consider 

categorizing models by type [e.g., claims handling models, rate models (by 
hazard/peril, auto models), and underwriting models]. Consider where regulators 
are already evaluating models. 
 

B. Discuss goals for a future third-party framework.  
 

• What is the appropriate level, standard, or minimum threshold an insurer should 
be held to when using third-party data, models, or AI? 

• What is the appropriate level of regulation for AI risks that result from using third 
parties?  

• Should licensing, certification, SOC-type reports, third-party warranties in 
contracts be used? 

• Should the framework be the same for all lines of business and company 
uses/insurance practices or be proportionate to the potential for the greatest 
impact on consumers?  



 
 

   
 

• How do we ensure the framework does not unnecessarily discourage innovation?  
• What should be the result when an insurer cannot get contractual terms or 

information they need from a third-party vendor? 
• Can the framework include a mechanism for the review and approval of  models 

prior to use by insurers? 
• Is the framework sufficiently flexible to enable adaption over time without 

necessarily requiring revising or amending the framework.  
• Is the regulatory oversight framework sufficiently commensurate to risk?  

 
2025: Build the third-party regulatory framework. 

 

2024 Meeting Plans 

• March-Sept.: Invite speakers to present frameworks currently used (FL Hurricane 
Commission, RBC, Rate/Underwriting regulatory reviews) and views from multiple 
perspectives (e.g., international regulators, other industries, consultants and lawyers 
working on the implementation and governance surrounding the use of third-party data 
and models, third-party vendors, consumers). Throughout the months, discuss goals for 
the third-party regulatory framework and aspects of existing frameworks that should be 
discussed or considered. 

• October-November: Discuss potential frameworks. 
• Fall National Meeting: Finalize the general idea for a framework for regulatory oversight 

of third-party data and models so drafting can begin in 2025. 
  



 
 

   
 

Attachment A 
 

Third-Party Excerpts from the Adopted 
 

NAIC MODEL BULLETIN:  USE OF ARTIFICIAL INTELLIGENCE SYSTEMS BY 
INSURERS2 

 
 
SECTION 3: REGULATORY GUIDANCE AND EXPECTATIONS 
AIS Program Guidelines 
(An AIS Program is an insurer’s “written program...for the responsible use of AI Systems that make, or support 
decisions related to regulated insurance practices. The AIS Program should be designed to mitigate the risk of 
Adverse Consumer Outcomes, including, at a minimum, the statutory provisions set forth in Section 1 of this 
bulletin.”) 
 

4.0 Third-Party AI Systems and Data   
 
Each AIS Program should address the Insurer’s process for acquiring, using, or relying 
on (i) third-party data to develop AI Systems; and (ii) AI Systems developed by a third 
party, which may include, as appropriate, the establishment of standards, policies, 
procedures, and protocols relating to the following considerations:    
 

4.1 Due diligence and the methods employed by the Insurer to assess the third 
party and its data or AI Systems acquired from the third party to ensure that 
decisions made or supported from such AI Systems that could lead to Adverse 
Consumer Outcomes will meet the legal standards imposed on the Insurer 
itself.   

 
4.2 Where appropriate and available, the inclusion of terms in contracts with third 

parties that:   
a) Provide audit rights and/or entitle the Insurer to receive audit reports by 

qualified auditing entities.  
b) Require the third party to cooperate with the Insurer with regard to 

regulatory inquiries and investigations related to the Insurer’s use of the 
third-party’s product or services. 

   
4.3 The performance of contractual rights regarding audits and/or other activities 

to confirm the third-party’s compliance with contractual and, where applicable, 
regulatory requirements. 

 
SECTION 4: REGULATORY OVERSIGHT AND EXAMINATION CONSIDERATIONS 
 

2. Third-Party AI Systems and Data 
 
In addition, if the investigation or examination concerns data, Predictive Models, or AI 
Systems collected or developed in whole or in part by third parties, the Insurer should 

 
2 https://content.naic.org/sites/default/files/inline-files/2023-12-4%20Model%20Bulletin_Adopted_0.pdf 



 
 

   
 

also expect the Department to request the following additional types of information and 
documentation.   
 

2.1 Due diligence conducted on third parties and their data, models, or AI Systems.   
 
2.2 Contracts with third-party AI System, model, or data vendors, including terms 
relating to representations, warranties, data security and privacy, data sourcing, 
intellectual property rights, confidentiality and disclosures, and/or cooperation with 
regulators.   
 
2.3 Audits and/or confirmation processes performed regarding third-party 
compliance with contractual and, where applicable, regulatory obligations.   
 
2.4 Documentation pertaining to validation, testing, and auditing, including 
evaluation of Model Drift. 
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May 6, 2024 
 
  
Michael Conway, Commissioner 
Chair, Third Party Data and Models (H) Task Force 
National Association of Insurance Commissioners 
1100 Walnut Street, Suite 1500 
Kansas City, MO  64105 
 
Re:  2024 Work Plan Exposure Draft 
 
Commissioner Conway: 
 
The American InsurTech Council (AITC) is an independent advocacy organization dedicated to 
advancing the public interest through the development of ethical, technology-driven innovation in 
insurance.  We appreciate the effort that Task Members undertook to develop the 2024 Work Plan 
Exposure Draft (Work Plan).  We particularly appreciate the opportunity for interested parties to 
provide comments on the project approach described in the Work Plan.  
 
Understanding third party data and predictive models is among the most important elements of 
the NAIC’s effort to develop a comprehensive regulatory framework related to insurer use of AI.   
Third-party vendors play a pivotal role in the development of digital innovation that clearly 
benefit consumers.  There is a significant public interest in ensuring the regulatory framework is 
balanced, i.e., it provides essential consumer protections while encouraging continued 
innovation. 
 
As we see it, the  task is to develop a regulatory framework that achieves the following objectives: 
 

• Is consistent with existing principles of insurance and insurance regulation. 
• Recognizes that much of the data at issue is already subject to federal and/or state laws 

outside of state insurance laws. 
• Ensures an appropriate level of transparency involving insurer use of AI that will enable 

regulators to assess compliance with applicable current statutes and regulations identified 
in the NAIC Model Bulletin: Use of Artificial Intelligence by Insurers. 

• Provides clear guidance to insurers regarding their responsibilities for the use of data and 
models sourced from third-party vendors. 

• Provides third-party vendors with clear guidance regarding regulator expectations and 
requirements concerning their AI Systems. 
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• Protects the intellectual property rights of third-party vendors. 
• Encourages continued innovation and development of insurer use of AI that benefits 

insurance consumers and the public.   
 
 
Comments on the Project Approach 
 
AITC agrees generally with the project approach described in the Work Plan.   It makes sense to 
begin with an effort (i) to identify any comparable existing frameworks; followed by (ii) an 
evaluation of those frameworks to determine their applicability, in whole or in part, to development 
of a regulatory framework for third-party data and models.   
 
Clarification is needed, however, concerning the exact problem the Task Force seeks to solve.  In 
other words, what problem or problems exist that can only be addressed by a regulatory framework 
for third party data and predictive models?   More specifically, what problems or industry failures 
involving third-party data or predictive models have been identified that can only be addressed by 
a regulatory framework?  A clear statement of these objectives would bring focus to the Task 
Force’s efforts, possibly narrow the scope of the project, and help to prevent scope creep. 
 
AITC’s additional recommendations for the Work Plan include: (i) ensure an open and transparent 
process, (ii) ensure opportunities for interested parties to provide meaningful input, and (iii) a 
timetable that allows for the time needed to accomplish items (i) and (ii).   
 
1.  Transparency  
 
The Task Force’s work must be conducted through an open, collaborative process that provides 
interested parties with meaningful opportunities to participate and provide input.  Transparency is 
essential for a number of reasons, not the least of which is the importance of obtaining buy – in 
from third parties, including third party vendors who are liklely to be significantly impacted.   
Although the Work Plan suggests that the Task Force intends to invite selected outside third parties 
to provide input there is no mention of whether those sessions will regulator-only or open to 
interested parties.  Adding a meeting schedule to the Work Plan and a statement identifying which 
sessions will be open interested parties would be extremely helpful for planning and other 
purposes.  
 
2. Opportunities for Interested Party Participation 
 
We support the Task Force inviting speakers to present information about existing frameworks. 
However, the Work Plan should state who will select the invitees, and whether there will be an 
opportunity for interested parties to provide recommendations for guest speakers.    Further, the 
Work Plan should state that interested parties can submit their own framework recommendations.  
While the guest speakers will no doubt make a meaningful contribution, including a process for 
input and recommendations from interested parties would ensure that the Task Force has the 
opportunity to consider the widest range of potential framework-options.   
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We also note that the Work Plan does not provide for a comment period regarding any 
recommendations.  Perhaps a comment period is contemplated as a part of “[d]iscuss potential 
frameworks” in the October – November timeframe.  If so this should be clarified.  If no comment 
period is contemplated, this is glaring omission and would be a significant departure from 
customary practice at the NAIC, which is intended to ensure an open, deliberative process and 
thoughtful consideration of the issues.   
 
 
3.  Timetable  

 
The draft work plan allows for just six months to decide upon a “general idea for a framework” in 
time for NAIC Fall Annual Meeting.   Given the amount of work, the wide range of issues, the 
complexities involved, and the need for an open process that includes opportunity for public 
comment on draft recommendations, this seems extremely ambituous if not unrealistic. Rather 
than adhere to an arbitrary deadline, we think a better approach (and one likely to save time in the 
end) would be to take the time needed to build consensus around a sound approach.   
 
Finally, we note that only four weeks has been allotted to “discuss potential frameworks.”  We 
read this as providing no opportunity for interested parties or even other regulators to review the 
Task Force recommendation with sufficient time to provide thoughtful comments.  An exposure 
and comment period consistent with NAIC practice and procedure should be added to the 
timetable.    
 
 
Thank you again for the opportunity to address our comments.  
 
 
Respectfully Submitted, 
 
 

 
 
Scott R. Harrison 
Co-Founder, American InsurTech Council 
sharrison@americaninsurtech.com 
 
 
 

mailto:sharrison@americaninsurtech.com
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May 9, 2024  

 

Commissioner Michael Conway, Chair 

Third-Party Data and Models (H) Task Force 

National Association of Insurance Commissioners 

444 North Capitol Street NW, Suite 700 

Washington, DC, 20001 

 

Submitted via email at ssobel@naic.org;  kdefrain@naic.org 

 

RE: Third-Party Data and Models (H) Task Force Work Plan 

 

  

Dear Commissioner Conway: 

 

The Blue Cross Blue Shield Association (BCBSA) appreciates the opportunity to provide comments on 

the National Association of Insurance Commissioners (NAIC) Third Party Data and Models (H) Task 

Force’s work plan. 

BCBSA is a national federation of independent, community-based and locally operated Blue Cross and 

Blue Shield (BCBS) companies (Plans) that collectively cover, serve and support 1 in 3 Americans in 

every ZIP code across all 50 states and Puerto Rico. BCBS Plans contract with 96% of hospitals and 95% 

of doctors across the country and serve those who are covered through Medicare, Medicaid, an 

employer, or purchase coverage on their own. 

BCBSA believes everyone should have access to affordable, high-quality health care, no matter who you 

are or where you live. BCBSA’s commitment to the health of our nation includes continuing to improve the 

way we gain insights on diverse health factors through the appropriate use of new and emerging 

technologies, and to provide innovative solutions and services to support Blue Plans and their members. 

BCBS companies are collaborating to enable the safe, ethical and responsible use of artificial intelligence 

(AI) to protect each of our 118 million Blue members in every zip code in America. Proactive steps include 

systemwide commitments around the adoption of industry-recognized AI governance practices, including 

750 9th Street, NW 

Washington, DC 20001 

www.bcbs.com 

mailto:ssobel@naic.org
mailto:kdefrain@naic.org
http://www.bcbs.com/
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the adoption of risk-based evaluations, senior management oversight and compliance with applicable 

privacy and security laws. 

In addition, we appreciate that much of the work on AI, and predictive models generally, is being done by 

third parties – either through the development of the models themselves or through use of the data these 

entities possess. While we have concerns with how this work will align with ongoing public policy and 

private efforts to adapt to this new environment, BCBSA offers the following recommendations in 

response to the task force’s work plan on third-party data and model use: 

• The task force must carefully consider the scope and breadth of the framework. Definitions 

form the scope of public policies and are critical to ensuring there is a clear understanding of what 

and who is being regulated and to what extent. BCBSA notes that the definition of “third party” 

from the “NAIC Model Bulletin: Use of Artificial Intelligence by Insurers” (model bulletin) is limited 

to AI provided by an organization other than the insurer, while the definition of “predictive model” 

is far broader and could encompass a wide array of insurer activities that already have 

longstanding, effective regulatory infrastructures. Both terms are present in the task force’s work 

plan. BCBSA urges the NAIC to limit the work plan scope in a manner that aligns with the model 

bulletin's definition of "third party" to prevent potential unintended consequences. If a broader 

definition were to be used, it would significantly complicate how the requirements should be 

approached. We strongly support efforts to address potential bias and discrimination in health 

care and are concerned that an overly broad scope in regulation, or particularly in legislation, may 

stifle the ability for insurers to implement programs that address these longstanding challenges. 

• Specific to AI systems (AIS), which we recommend as the focus of this framework, the task 

force should recognize the distinct roles of AIS developers and those who deploy AIS 

developed by other entities. Developers and deployers are responsible for different aspects of 

how AIS impacts consumers and different perspectives on the AIS being deployed, so should 

have different responsibilities. Public policies will more effectively address these consumer 

impacts through differentiated requirements. For example, disclosures to consumers can only be 

achieved by deployers since they hold the relationships with the consumers. Meanwhile, 

intellectual property rights require developers to be accountable for tasks that entail access to 

source codes since deployers will not have access.  

• The framework should align to existing Federal requirements to achieve regulatory 

harmony. Achieving regulatory harmony requires addressing intersections with existing Federal 

laws and regulations as many of the policy issues raised by AI are not novel. Most notably, the 

Health Insurance Portability and Accountability Act already effectively governs issues related to 

privacy and disclosures for both Covered Entities, as well as third parties that conduct business 

on behalf of regulated entities – known as Business Associates. There are also potential issues 

related to intellectual property rights and trade secrets protections covered by Federal rules that 

should be carefully considered. This alignment will prevent conflicting approaches, which help to 

ensure that requirements complement — not complicate — advances in technology. 
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• The framework should also align to existing NAIC models and other widely accepted 

frameworks. The draft work plan touches on a wide array of issues, including cybersecurity, 

privacy, AI, and insurance rate regulation. Many of these issues are already covered by existing 

NAIC model laws and bulletins. The framework should align to these existing model laws and 

bulletins, such as the Insurance Data Security Model Law’s requirements related to Oversight of 

Third-Party Service Provider Arrangements. It is vital that this framework does not undo or 

undermine the successful work that other NAIC committees have conducted and completed.  

The work plan should also seek to harmonize the task force’s approach and align to widely 

accepted frameworks, such as the National Institute of Standards and Technology Artificial 

Intelligence Risk Management Framework, which has been subject to extensive industry input. 

Consistency will reduce burdens on all stakeholders and, more importantly, support adherence to 

requirements and responsible adoption. 

*** 

Thank you again for your leadership on these important policy priorities. We appreciate your 

consideration of our comments. If you have additional questions or comments, please contact 

Randi Chapman, Managing Director, State Affairs at randi.chapman@bcbsa.com. 

 

Sincerely,  

 

Clay S. McClure 

 

 

https://www.nist.gov/itl/ai-risk-management-framework
https://www.nist.gov/itl/ai-risk-management-framework
mailto:Randi.chapman@bcbsa.com


Third Party Models Task Force 

National Association of Insurance Commissioners 

Attention: Kris Defrain 

 

May 14, 2024 

RE: Comments on 2024 Charges and Work Plan 

 

The undersigned Consumer Representatives applaud the formation of the Third Party Data and Models 
Task Force, and appreciate the thoughtful work plan that has been put forward. We especially commend 
the consideration of different regulatory approaches for different uses of models within insurance. 

We anticipate that the Task Force will find and review a variety of existing principles, definitions and 
frameworks for oversight of predictive models (sometimes referred to as “predictive AI”, as distinct 
from “generative AI”). While a good framework is of value in determining how to regulate the 
development and use of these models, we also believe that the effectiveness of many regulations in 
preventing harms to consumers depends on careful examination of the details of how models are 
developed, put into operation at insurers, and overseen by management. As noted in a recent Politico 
op-ed, state laws and regulations intended to prevent AI and models from harming consumers can in 
practice codify damaging practices and effects of these models. 

Such detailed concerns span the life cycle of model development (such as data quality issues, 
effectiveness of processes for linking distinct datasets, strong controls over which data is used in which 
model and related version controls, etc.), operationalization (whether suitable uses are clearly defined 
and carried through in operation, escalation and recourse processes for model outputs, etc.), the 
management oversight of how models are used (such as employee training, performance measures, 
etc.), and processes for addressing problems that arise in the use of models (human overrides, 
escalation, correction of incorrect of improper data or results, etc.). 

The Task Force work plan raises consideration of insurance department capacity related to oversight of 
models and vendors. We support robust discussion of this issue, as resource limitations can affect the 
areas and depth of oversight DOIs are able to exercise over model developers and/or insurers. We note 
that federal agencies such as FDA have suggested that they may need outside assistance to effectively 
oversee AI. State insurance regulators may wish to consider arrangements that allow them to leverage 
shared or external resources, within or outside the state, to address critical details of regulation. 

The following issue areas reflect some considerations we feel are important for this Task Force to 
address in selecting and applying a regulatory framework for state insurance department oversight of 
third party models.  

  



Model Development and Suitability for Intended Uses 
1- Does the data used to create these models provide an accurate, fair, and equitable 

representation of consumers, properties, or scenarios about which it is to be used? 
a. For health insurance, what analysis has been done of the robustness and relevance of 

underlying data for different patient subpopulations? 
b. Are there procedures in model development and deployment to address subgroups 

where the data is insufficient to produce robust conclusions (e.g., patients with rare 
diseases, demographic groups where the data is known to have errors or biases, etc.)? 

2- Have the datasets used to develop the model undergone documented profiling of data quality? 
Are limitations in conclusions arising from data quality problems clearly identified in resultant 
models? 

3- How are limitations in the model expressed to clients (i.e., insurers) and to regulators? 
4- Are model sales teams trained to clearly represent the limitations of the model? 
5- When an insurer contracts with a third party modeler, are the intended uses and excluded uses 

well delineated within the contract? 
6- What quality control procedures exist in model development to avoid problems of mistaken 

identity of beneficiaries, properties, or other insured entities? 
a. Identities of individuals in medical records, as well as other administrative datasets are 

known to suffer from data quality issues. 
b. Large scale linkage of datasets is known to have limitations in accuracy, particularly 

when the datasets to be linked have data quality problems. 
c. We believe the processes by which datasets are assembled for use in modeling merit 

close oversight. 
 
Operationalization 
When third party models are operationalized by insurers, how are the following considerations 
managed? 

7- Integration with internal processes and systems 
a. How well do systems integrations needed to operationalize the model function in 

practice? 
b. Do processes and software systems developed to put models are put into operation 

define and test use cases in which data or inputs upon which the model relies are not 
available – and thus must be handled “offline” or as an “override”? 

c. Has someone created processes to deal with cases where the integration does not work 
(e.g., consumers with information in “non-standard” databases, legacy systems, etc.)? 
 

8- Bypassing or overriding model results 
a. Are processes and software systems set up to permit bypassing model results? 
b. Are there well defined criteria to test whether these “override” use cases are 

functioning and a consumer does not get stranded? 
 

9- Transparency 
a. Can the insurers explain the rules which are being employed for coverage decisions 

(sometimes called “ascertainable standards”)? 



b. Can scores or decisions made by models by traced back to well-defined characteristics 
of the insured person or property, or the claim/loss? 

c. Can decisions made by the models be clearly explained to consumers? 
 

10- Clear recourse and escalation paths 
a. How can a consumer who has a problem with a model’s results obtain recourse for this 

problem? For example, if a consumer has been mis-identified by a model or data, how 
can that consumer remove the erroneous data or challenge model results? 

b. Will the insurer and the third party model provider work together to resolve consumer 
problems once a complaint or issue is raised so that the consumer is not left to resolve 
issues on multiple fronts on their own? Is the Insurer ultimately responsible for 
correcting problems? 

c. When an issue involves knowledge or intellectual property held by the third party 
modeler/vendor, are there established processes and trained personnel for the 
consumer to cross from the insurer to the third party modeler? Are these processes 
regularly tested? 

d. Are there time standards for resolution of problems? 
 

11- Consumer rights to data correction, alteration, and deletion 
a. Do both the insurer and the third party model provider have mechanisms for consumers 

to submit corrections to their data? 
b. If a consumer wishes to exercise his or her rights around deletion of data, is there a 

mechanism to remove data from third party models? 
c. Can a consumer not wishing to have his or her data used also opt out from the 

applicability of models derived from this data? 
 

12- Version control 
a. Does model development use appropriate version control techniques? 

Traditional software version control systems (e.g., Github) do not suffice for control of 
datasets; additional version control mechanisms are needed to ensure that old versions 
of model results can be reproduced and examined (i.e., full and distinct version control 
of data, associated cleanup/transformation steps, and model generation, also called 
“data lineage”) 

b. Can both the model developer and insurer track and identify the specific version of a 
model used where the results are employed (e.g., in underwriting, claims decisions, 
etc.)? 

c. In cases where the model incorporates either outside datasets (e.g., through data 
linkage) or uses data from an insurer client, is this outside data subject to rigorous 
version control? 

d. Do version control procedures in both modeling and deployment incorporate data that 
consumers have corrected, stricken, etc.? 

While we recognize that regulators may not have capacity to address all of these issues directly, due 
their potential for adverse impacts on consumers we believe they merit consideration as part of the 
development of regulatory frameworks. 



 

We welcome questions or any other opportunities to be helpful the Task Force in this work. 

 

Signees 

Eric Ellsworth 

Adam Fox  

Brenda Cude 

Kara Nett Hinkley 

Bonnie Burns 

Silvia Yee 

Brendan Bridgeland 

Peter Kochenburger 
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Model Development and Suitability for Intended Uses 
1- Does the data used to create these models provide an accurate, fair, and equitable 

representation of consumers, properties, or scenarios about which it is to be used? 
a. For health insurance, what analysis has been done of the robustness and relevance of 

underlying data for different patient subpopulations? 
b. Are there procedures in model development and deployment to address subgroups 

where the data is insufficient to produce robust conclusions (e.g., patients with rare 
diseases, demographic groups where the data is known to have errors or biases, etc.)? 

2- Have the datasets used to develop the model undergone documented profiling of data quality? 
Are limitations in conclusions arising from data quality problems clearly identified in resultant 
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known to suffer from data quality issues. 
b. Large scale linkage of datasets is known to have limitations in accuracy, particularly 

when the datasets to be linked have data quality problems. 
c. We believe the processes by which datasets are assembled for use in modeling merit 
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Operationalization 
When third party models are operationalized by insurers, how are the following considerations 
managed? 

7- Integration with internal processes and systems 
a. How well do systems integrations needed to operationalize the model function in 

practice? 
b. Do processes and software systems developed to put models are put into operation 

define and test use cases in which data or inputs upon which the model relies are not 
available – and thus must be handled “offline” or as an “override”? 

c. Has someone created processes to deal with cases where the integration does not work 
(e.g., consumers with information in “non-standard” databases, legacy systems, etc.)? 
 

8- Bypassing or overriding model results 
a. Are processes and software systems set up to permit bypassing model results? 
b. Are there well defined criteria to test whether these “override” use cases are 

functioning and a consumer does not get stranded? 
 

9- Transparency 
a. Can the insurers explain the rules which are being employed for coverage decisions 

(sometimes called “ascertainable standards”)? 



b. Can scores or decisions made by models by traced back to well-defined characteristics 
of the insured person or property, or the claim/loss? 

c. Can decisions made by the models be clearly explained to consumers? 
 

10- Clear recourse and escalation paths 
a. How can a consumer who has a problem with a model’s results obtain recourse for this 

problem? For example, if a consumer has been mis-identified by a model or data, how 
can that consumer remove the erroneous data or challenge model results? 

b. Will the insurer and the third party model provider work together to resolve consumer 
problems once a complaint or issue is raised so that the consumer is not left to resolve 
issues on multiple fronts on their own? Is the Insurer ultimately responsible for 
correcting problems? 

c. When an issue involves knowledge or intellectual property held by the third party 
modeler/vendor, are there established processes and trained personnel for the 
consumer to cross from the insurer to the third party modeler? Are these processes 
regularly tested? 

d. Are there time standards for resolution of problems? 
 

11- Consumer rights to data correction, alteration, and deletion 
a. Do both the insurer and the third party model provider have mechanisms for consumers 

to submit corrections to their data? 
b. If a consumer wishes to exercise his or her rights around deletion of data, is there a 

mechanism to remove data from third party models? 
c. Can a consumer not wishing to have his or her data used also opt out from the 

applicability of models derived from this data? 
 

12- Version control 
a. Does model development use appropriate version control techniques? 

Traditional software version control systems (e.g., Github) do not suffice for control of 
datasets; additional version control mechanisms are needed to ensure that old versions 
of model results can be reproduced and examined (i.e., full and distinct version control 
of data, associated cleanup/transformation steps, and model generation, also called 
“data lineage”) 

b. Can both the model developer and insurer track and identify the specific version of a 
model used where the results are employed (e.g., in underwriting, claims decisions, 
etc.)? 

c. In cases where the model incorporates either outside datasets (e.g., through data 
linkage) or uses data from an insurer client, is this outside data subject to rigorous 
version control? 

d. Do version control procedures in both modeling and deployment incorporate data that 
consumers have corrected, stricken, etc.? 

While we recognize that regulators may not have capacity to address all of these issues directly, due 
their potential for adverse impacts on consumers we believe they merit consideration as part of the 
development of regulatory frameworks. 



 

We welcome questions or any other opportunities to be helpful the Task Force in this work. 

 

Signees 

Eric Ellsworth 

Adam Fox  

Brenda Cude 

Kara Nett Hinkley 

Bonnie Burns 

Silvia Yee 

Brendan Bridgeland 

Peter Kochenburger 
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May 1, 2024  

 

Commissioner Mike Conway, Chair 

Third-Party Data and Models (H) Task Force 

National Association of Insurance Commissioners 

1100 Walnut Street, Suite 1500 

Kansas City, MO 64106-2197 

By Email to Kris DeFrain, kdefrain@naic.org. 

 

 

 Re:  Third Party Data and Models (H) Task Force - Proposed Work Plan 

 

Dear Commissioner Conway:     

 

On behalf of the members of Americas Health Insurers Plans (AHIP), we appreciate the 

opportunity to provide comments to the Third-Party Data and Models (H) Task Force’s Proposed 

Work Plan.  

 

As regulators begin their work in this area, it is critical to be mindful of the broad and extensive     

requirements imposed on Covered Entities and Business Associates pertaining to privacy, data  

security, data minimization, and other issues by the Rules issued by the United States Department 

of Health and Human Services, Parts 160 and 164 of Title 45 of the Code of Federal Regulations, 

under the Health Insurance Portability and Accountability Act of 1996 (Public Law 104-191, 

HIPAA), and the Health Information Technology for Economic  and Clinical Health Act (Public 

Law 111-5, HITECH).   

 

For issues pertaining to vendor oversight, regulators should refer to language in the NAIC 

Insurance Data Security Model Law, #668, in Section 4.F, “Oversight of Third-Party Service 

Provider Arrangements”.  Additionally, further discussions and standards development are needed 

regarding the respective responsibilities and information sharing of developers and deployers.  

 

For issues regarding AI risk management, we urge regulators to align their efforts with the NIST 

AI Risk Management framework. 

 

Due to the rapidly advancing technology and the highly competitive nature of AI development, it  

is essential to consider and protect intellectual property rights, trade secrets, and confidential  
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information.  Similarly, we are always mindful that the need to protect consumers from abuses 

must be balanced with the need to encourage advancements and engaging vendors in order to reap 

all the possible benefits of this promising AI technology.    

 

Thank you for the opportunity to provide these suggestions and comments.  We look forward to 

further discussing these matters with you. 

 

Sincerely, 

 

 

 

Bob Ridgeway  

Bridgeway@ahip.org 

501-333-2621 

 

 
 

 

AHIP is the national association whose members provide health care coverage, services, and 

solutions to hundreds of millions of Americans every day. We are committed to market-based 

solutions and public-private partnerships that make health care better and coverage more 

affordable and accessible for everyone by promoting, among other things, effective and efficient 

examination processes by state insurance regulators. 
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May 3, 2024 
 
 
Commissioner Michael Conway (CO), Chair 
NAIC Third-Party Data and Models (H) Task Force 
c/o Kris DeFrain, NAIC Director, Research and Actuarial Services 
Via email kdefrain@naic.org 
 
Re: NAMIC Comments on the Third-Party Data and Models (H) Task Force 2024 Charges and Work Plan 
 
Dear Chair Conway, Vice-Chairs, and Members of the Committee: 
 
On behalf of the National Association of Mutual Insurance Companies (NAMIC)1, we would like to thank the NAIC Third-Party 
Data and Models (H) Task Force for requesting and accepting comments on its 2024 Charges and Work Plan. NAMIC is 
supportive overall of the exposed Work Plan’s direction, and believes if the Work Plan is adhered to in conjunction with a 
transparent and collaborative process with the industry, the Task Force can reach an outcome that benefits all stakeholders. 
Pursuant to that goal, NAMIC provides below general substantive comments and recommended points of emphasis on the 
exposed Work Plan.  
 
 

SUBSTANTIVE COMMENTS 
 
Identify the Challenge to be Solved 
The Work Plan opens in Project Step A with a directive to evaluate the current issues insurance departments have regulating 
insurers that use third-party data and models in insurance processes. Since the Task Force’s creation, such issues or 
challenges have not been made explicit, and the lack of identifying these issues creates question as to the direction of a 
“framework for regulatory oversight of third-party data and predictive models.”2 NAMIC encourages the Task Force to begin 
its work with publicly identifying these issues or challenges. Where concrete challenges are identified, they may guide the 
direction of the Task Force’s work so as to avoid creating a solution disjointed from any needs of the market. The Task Force 

 
1 The National Association of Mutual Insurance Companies consists of nearly 1,500 member companies, including seven of the top 10 
property/casualty insurers in the United States. The association supports local and regional mutual insurance companies on main streets across 
America as well as many of the country’s largest national insurers. NAMIC member companies write $391 billion in annual premiums and represent 68 
percent of homeowners, 56 percent of automobile, and 31 percent of the business insurance markets. Through its advocacy programs NAMIC promotes 
public policy solutions that benefit member companies and the policyholders they serve and fosters greater understanding and recognition of the unique 
alignment of interests between management and policyholders of mutual companies. 
2 See NAIC Third-Party Data Models (H) Task Force 2024 Charges and Work Plan, https://content.naic.org/sites/default/files/2024-charges-and-work-
plan-exposure-040524.pdf.  
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should be specific about the identified challenges, and what a new model law or amendments to existing law or regulations 
are trying to solve. 
 
Examine Existing State Law and Applicability to Third Party Vendors 
Project Step A of the Work Plan includes a directive to “[e]valuate existing frameworks and discuss whether existing 
frameworks might be useable for the regulation of third-party data and models.” NAMIC agrees that knowing what existing 
law says and covers should be the primary consideration in developing regulatory policy. For instance, relative to the 
property casualty sector, models that impact pricing are already filed with departments, and undergo a highly scrupulous 
review process. Relatedly, NAMIC encourages the Task Force to explore and evaluate the different types of third-party data 
and model vendors that exist, and how insurers use them. The Work Plan poses the question of why third-party vendors are 
reluctant to get licensed as advisory or rating organizations. One of the reasons for this is very likely that, depending on the 
service that the third party provides and how insurers work with them, the third party does not meet the definition of an 
advisory or rating organization. Categorizing all third parties into neatly defined existing boxes is likely not tenable. 
Additionally, states lack uniformity in how advisory and rating organizations are defined. Achieving a more accurate 
characterization of what different types of third parties exist, and subsequently striving for consistency, clarity, and 
appropriate applicability will enhance the Work Plan’s effectiveness.  
 
Provide a Transparent Process with Industry Involvement 
NAMIC fully supports the Work Plan’s commitment to transparency throughout the process. The focus of the Task Force is 
regulation of a third party with whom insurers have formed a contractual relationship. As such, the industry and its third-
party vendors must not only have clear lines of sight into the Task Force’s work, but also pose a critical participation role in 
these policy discussions. The industry has much to provide in the way of education to the Task Force on how third-party 
relationships are negotiated, leveraged, the types of data and models that are used, and how these relationships benefit the 
industry and consumers alike.  
 
Avoid Overly Burdensome Requirements and Ensure Consistency Across Committees 
The current draft of the Work Plan includes a goal to ensure that any resulting framework does not unnecessarily discourage 
innovation. NAMIC believes this goal to be an integral part of the Task Force’s work. No matter the size of the company, as 
technology and model capabilities advance, and third parties become more specialized in their respective data or model 
areas of expertise, partnerships between insurers and third parties are more likely to grow and are more likely to create 
increased benefit for consumers. It is therefore essential to consider such consumer benefit and not unnecessarily 
discourage innovation in this space. 
 
Further, NAMIC encourages the Task Force to publicly engage with other NAIC Committees and Working Groups that may be 
addressing similar topics. For example, the NAIC Accelerated Underwriting (A) Working Group (AUWG) has restarted its work 
on a Market Referral to the Market Conduct Examination Guidelines (D) Working Group. In the most recent exposure draft of 



 
  

 

this work3, the AUWG recommends that a new standard be included in Chapter 23 – Conducting the Life and Annuity 
Examination related to a life insurer’s use of big data, artificial intelligence, and machine learning to underwrite life 
insurance. In the suggested standards, the AUWG highlights the need for addressing review of documents like policy rates 
and forms, accelerated underwriting models and/or summaries of those models, information about source data used, and 
testing or auditing policies. While the AUWG’s work is specific to life insurance, NAMIC believes it important and beneficial 
for the industry and consumers alike to have consistency across committees when potentially addressing enforcement 
mechanisms relative to data and model use – especially relative to ensuring that innovation is not stifled thorough any such 
requirements. 
 
 

IN SUMMARY 
 

We close by again thanking the Task Force for allowing NAMIC to submit comments to engage on this extremely important 
discussion regarding third party vendors, and we urge you to continue offering additional iterative opportunities for robust, 
transparent conversations throughout the education process and any potential drafting processes. NAMIC endeavors through 
these comments to express its overall support for the Work Plan and to highlight areas that the Task Force should especially 
direct its focus. NAMIC looks forward to continuing our work with the Task Force to arrive at solutions that protect and 
stabilize the insurance marketplace while fostering growth and innovation that benefit all stakeholders. 
  
 
Sincerely,  
 
 
 
Lindsey Klarkowski 
Director of Data Science & AI/ML Policy 
NAMIC 
 
 

 
3 See AUWG Referral to Market Conduct Examination Guidelines (D) Working Group exposure draft, https://content.naic.org/sites/default/files/inline-
files/Market%20Reg%20Referral%201-11-23.docx.  

https://content.naic.org/sites/default/files/inline-files/Market%20Reg%20Referral%201-11-23.docx
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Comments on Third-Party Data and Models (H) Task Force 2024 
Charges and Work Plan 

I am Earnest Collins, Owner and Managing Member of Regulatory Compliance & Examination 
Consultants LLC. I have been an interested party in the Innovation, Cybersecurity, and Technology (H) 
Committee for over ten years and was an interested regulator for over twenty years. 

I want to comment on the Third-Party Data and Models (H) Task Force 2024 Charges and Work Plan. 

Project Steps 

Evaluate existing frameworks and discuss whether existing frameworks for regulatory oversight of 
third-party data and models, including those utilized in artificial intelligence. 

• Algorithm transparency in machine learning is becoming increasingly important in insurance, 
finance, and health care. Explainable AI (XAI) made significant strides in 2024, particularly in 
enhancing insurance company compliance and regulation. Its implementation is critical, but 
fosters trust transparency, accuracy, and accountability. It's important to note that there is often 
a tradeoff between these dimensions when choosing machine learning models and algorithms. 
Therefore, frameworks around algorithm transparency in machine learning that aim to make the 
decision-making process of AI models clear and understandable should be discussed when 
evaluating the model. 
 

• Artificial Intelligence Risk 4 Management Framework: 5 Generative Artificial Intelligence 6 
Profile is a framework that should be considered. 

Discuss goals for a future third-party framework. 

• Request Model Cards, which provide details about the machine learning model's construction, 
architecture, and training data.  

• Contract service level agreements (SLA)should be provided. 
• Frameworks should comply with current global AI regulations, e.g., 2024 Biden Harris 

Administration in the United States, EU AI Act 
• Data is one of the most important dimensions in these predictive models; therefore, regulatory 

oversight should be focused on data governance frameworks. Artificial Intelligence Risk 4 
Management Framework: 5 Generative Artificial Intelligence 6 Profile is a framework that should 
be considered. 
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National Association of Insurance Commissioners 
Third-Party Data and Models (H) Task Force 
Attn: Kris DeFrain 

RE: THIRD-PARTY DATA AND MODELS (H) TASK FORCE 2024 Charges and Work Plan 

Dear Ms. DeFrain: 

We applaud the Innovation Cybersecurity and Technology Committee for establishing the Third-Party Data 
and Models Task Force (Task Force). The draft 2024 Charges and Work Plan is thorough and includes 
important aspects to consider, such as: 
 
a) Existing regulatory frameworks; 
b) Current regulation of third-party data and models; 
c) Differences across lines of business and company uses; and 
d) Ensuring the framework does not unnecessarily discourage innovation.  
 
We recommend that, in addition to the considerations included in this work plan, that the Task Force pay 
particular attention to weighing costs and benefits to future alternative regulatory approaches. To this end, 
we recommend that the Task Force understand the potential risks to policyholders under frameworks with 
less regulation while also understanding the costs and time associated with additional regulation. For 
example, currently some states engage in more review of catastrophe models than others – it may be 
instructive for the Task Force to hear from lessons learned (from regulators, carriers, and third-party 
vendors) regarding the costs and benefits of the differences in the level of review of these models. 
 
We also recommend that the Task Force develop a list of specific risks associated with the use of third-
party data and models. While the development of a list of risks may be implied by the work plan item, “What 
are the current issues that insurance departments have regulating insurers that use third-party data and 
models in rating, underwriting, marketing, and handling claims?”, we recommend explicitly stating that the 
Task Force will develop a comprehensive list of risks. We believe that such a list will be a useful reference 
point for any regulatory proposals that emerge from this group’s efforts. 
 
We appreciate the opportunity to provide these comments and look forward to participate in future dialogue 
on this topic. 
 
Sincerely, 

           
David Heppen, FCAS, MAAA   Lauren Cavanaugh, FCAS, MAAA 
Partner      Director 
dave.heppen@riskreg.com   lauren.cavanaugh@riskreg.com 
610.247.8019     609.255.9778 

 



American InsurTech Council (AITC): 
• Clarification on exact problem 
• Ensure an open and transparent process 
• Ensure opportunities for interested parties to provide meaningful input 
• A timetable that allows for the time needed 

 
Americas Health Insurers Plans (AHIP): 

• Be mindful of the requirements imposed on Covered Entities and Business Associates pertaining to 
privacy, data security, data minimization, and other issues by the Rules issued by the Department 
of Health and Human Services 

• Refer to NAIC Insurance Data Security Model Law, #668, in Section 4.F, “Oversight of Third-Party 
Service Provider Arrangements” 

• For AI risk management, align efforts with the NIST AI Risk Management framework 
• Consider and protect intellectual property rights, trade secrets, and confidential information 

 
National Association of Mutual Insurance Companies (NAMIC): 

• Clarification on exact problem 
• Examine existing state law and applicability to third party vendors 

o Note that third party does not meet the definition of an advisory or rating organization. 
Categorizing all third parties into neatly defined existing boxes is likely not tenable. 

• Ensure an open and transparent process 
• Avoid overly burdensome requirements and ensure consistency across committees (e.g. AUWG) 

 
Earnest Collins, Owner and Managing Member of Regulatory Compliance & Examination Consultants: 

• Note there is often a tradeoff between accuracy and transparency 
• Request Model Cards, which provide details about the machine learning model’s construction, 

architecture, and training data. 
• Contract service level agreements (SLA) should be provided. 
• Frameworks should comply with current global AI regulations, e.g., 2024 Biden Harris 

Administration in the United States, EU AI Act 
• Regulatory oversight should be focused on data governance frameworks. 

 
Risk & Regulatory Consulting (RRC): 

• Recommend weighing costs (risks & burden of regulation) vs. benefits to future alternative 
regulatory approaches. 

• Develop a comprehensive list of specific risks 
 
BlueCross BlueShield Association (BCBSA): 

• Concerns about how our work aligns with ongoing public policy and private efforts 
• Consider the scope and breadth of the framework – who and what will be regulated 
• Definition of “predictive model” is very broad so could encompass a wide array of insurer activities 
• Should recognize the distinct roles of AIS developers and those who deploy AIS developed by other 

entities 
• Disclosures to consumers can only be achieved by deployers since they hold the relationships with 

the consumers 



• Intellectual property rights require developers to be accountable for tasks that entail access to 
source codes since deployers will not have access. 

• Framework should align to existing Federal requirements to achieve regulatory harmony. 
o Most notably, the Health Insurance Portability and Accountability Act already effectively 

governs issues related to privacy and disclosures for both Covered Entities, as well as third 
parties that conduct business on behalf of regulated entities – known as Business 
Associates. 

• Potential issues related to intellectual property rights and trade secrets protections covered by 
Federal rules that should be carefully considered. 

• Should also align to existing NAIC models and other widely accepted frameworks, such as the 
Insurance Data Security Model Law’s requirements related to Oversight of Third-Party Service 
Provider Arrangements. 

• Should align to NIST RMF 
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