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P-Value Primer

Dorothy Andrews



P-Value Most likely observation

For a given statistical model when §
the null hypothesisis true, the P -
value is the probability the model
test statisticis equal to or more
extreme than the actual observed
results.

A p-value is NOT the probability that

the null hypothesisis true. Very unlikely

observations

’_l_\

Very unlikely
observations

I-L\

Observed p-value

data point
~

Set of possible results

For regression analysis, we test

1.) Hp: Bi=0
5 ) HO' B | A p-value (shaded red area) is the probability of an
.) Ho: oy are equa observed (or more extreme) result arising by chance
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P-Values and Degrees of Freedom

The main distributions used in hypothesis testing are:

1. Chi-squared: Testing hypothesesinvolving count data
2. Fisher’s F: Comparing two variances - ANOVA F test
3. Student’s t: Comparing two parameter estimates - t test

R. A. Fisher (1890-1962)

The F distribution is named
after R.A. Fisher, the father
of analysis of variance &
modern-day statistics, and
principal developer of
quantitative genetics.
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Chi-squared P-Values and Degrees of Freedom

Chi-Squared Distribution: 1 Degrees of Freedom Chi-Squared Distribution: 2 Degrees of Freedom Chi-2quared Distribution: 4 Degrees of Freedom
07 07 - 07 -
Degrees of Freedom Degraes of Freedom Degraes of Fraedom
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3 value i walue ¥ walue
P(x > 4) =~ 0.04550026 P(x > 4) ~ 0.1353353 P(x > 4) ~ 0.4060058
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Chi-squared P-Values and Degrees of Freedom

Chi-Squared Distribution: 8 Degrees of Freedom Chi-Squared Distribution: 16 Degrees of Freedom Chi-Squared Distribution: 32 Degrees of Freedom
07F - 07F - i
Degraes of Fraedom Degraes of Fraedom Degraes of Freedom
0a — — =6 0a — — d&I=14 DG =32
R R 05 <
= 04 = 04 & 04
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O §3 - O 03 o 03 4
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01 = 01 = 01
Do Do —A——_ 0o
I I I I I I | | I I I I I I I I | I I I I I 1 I I I | I I I
b 4 8 12 16 20 24 28 2 ¥ 40 b 4 8 12 16 20 24 28 2 ¥ 40 0 4 8 12 16 20 24 28 32 M 40
i value i value i wlue
P(x > 4) ~ 0.8571235 P(x > 4) ~ 0.9989033 Px>4)=~1
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F Distribution P-Values and Degrees of Freedom

2 F Distribution
— df=(1,2)
— df=(2,2)

o _| —— df=(10,2)

T —— df=(10,10)
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t Distribution P-Values and Degrees of Freedom

-

0.4 —
B -zar
=8 df
03 — B -2004f

- = standard normal

0.2

Probability

01

0.0

—
—

T-score (no. standard deviations from the mean)
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American Statistical Association (ASA) Statement on P-Values

» P-values can indicate how incompatible the data are with a 60
specified statistical model. e

» P-values do not measure the probability that the studied
hypothesisis true, or the probability that the data were
produced by random chance alone.
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= Scientific conclusions and business or policy decisions should
not be based only on whether a p-value passes a specific
threshold.

NG : K
- -y i ey N
LT it
= = S W o,
P o by =)
e e s,

» Properinference requires full reporting and transparency

= A p-value, or statistical significance, does not measure the size
of an effect or the importance of a result.

= By itself, a p-value does not provide a good measure of
evidence regarding a model or hypothesis.
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Confidence Intervals and Connection to P-Values

IM NOT YOUR BUT YOU SPEND TWICE AS MucH | YOUR MATH 1S
BOYFRIEND! TIME WITH ME AS WITH ANYONE. | IRREFUTABLE.
%&M;g;??sw / YOU TOTALLY ARE. BHE. TR AGER ORNR FACE IT=IM
' TM CAsvALLY YOUR STATISTICALLY
\ DATING A NUMBER SIGNIFICANT OTHER.
OF PEOPLE. HH -

Sael |IY

,.ﬁ 'm Your Statistically Significant Other @
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Confidence Intervals and Connection to P-Values

100(1-a)%s Two-sided confidence interval for a parameter 0 is an interval (L, U)
such that

PL<8<U)=1-a = Confidencelevel=1-a
*The general formula for all confidence intervals is: Considera 95% confidence interval: 1-a=0.95

Point Estimate + (Critical Value) (Standard Error)

———

hl
|

-

|
|
|
) |
Lower Confidence I Upper Confidence '
i |
Limit Point Estimate Limit 905
/2
. i Width of

L=Point Estimate confidence interval U=Point Estimate '

-Critical Value*S.E +Critical Value*S.E 7y or=-19 0 Lypp=19

(=2*Critical Value*S.E.)

Source: https:
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https://medium.com/@ArtisOne/data-science-interview-questions-statistics-4a731ec0be59

Confidence Intervals and Connection to P-Values

Equivalent Explanation

95% confidence intervals for 100 samples with n=3 and mean=10
25
20
15

True Mean

Source: https:
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https://www.graphpad.com/support/faq/the-distinction-between-confidence-intervals-prediction-intervals-and-tolerance-intervals/

What is P-Hacking?

P-value hacking,
also known as data
dredging, data
fishing, data
snooping or data
butchery, is an
exploitation of data
analysis in orderto
discover patterns
which would be
presented as
statistically
significant, when in
reality, there is no
underlying effect.

| Invoke one or more of these P-hack methods

. Tweak test |

et Collect Ng(r)r:)a(l)l:e Don't adjust Omit outliers
(eg, tails, addl.tlonal b rform for mul.tlple or .bad
Dkl replicates B (divide) data comparisons | replicates

Change the
response
variable

| Add/Remove
treatment
groups

Change the
control
groups

Use a
different test

Source: https://jpet.aspetjournals.org/content/372/1/136/tabfigures-data
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https://jpet.aspetjournals.org/content/372/1/136/tab-figures-data

Availability in Packages

Roberto Perez



For p-hacking slide!

JELY BEANS WE FOUND NO THAT SETTLES THAT.
CAUSE ACNE! LINK BETWEEN L
I HEAR ITS
WVESTIGATE! | | AGNE (P> 0.05) FATCALES @
BUT WERE )
.. FINE MH!I»ECRAFT!

@k
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WE FOUND NG WE FOUND MO WE FOUND NO WE FOUND MO WE FOUND NO
LLINK. BETWEEN LINK BEWEEN LINK BETWEEN LINK BETWEEN LLINK. BETWEEN
PURPLE JELLY BROWN JELLY PNk JELLY BLWE Teuy TEAL JELY
BERNS AND ACNE BEANS D ACNE | | BEANS AND AONE BEANS AND ANE BERNS AND ACNE
(P>0.05). (P>005). (P>005) (P>o005) (P>0.05)
! / / [ !
WE FOUND NO WE FOUND NO WE FOUND NG WE. FOUND MO WE FOUND MO
LINK BETWEEN LINK, BETWEEN LINK GETWEEN LINK BETWEEN LINK GETWEEN
SALMON JELLY RED Jewy TURGUOISE JELLY | | MABEMTR JELY YELLOW JELY
BEANS PHD ACNE BEANS PHD ACNE BEANS AND ACNE. DBEANS AND ACNE. BEANS D ACNE
(P>0.05). (p>0035). (p>005) (P>005). (p>005).
/ / / /! /
WE FOUND MO WE FOUND NO WE FOUND NO WE FOUND A WE FOUND NO
LINK. BETWEEN LINK, BETWEEN LINK BETWEEN LINK BETWEEN LLiNK. BETWEEN
GREY JELLY TAN JELY O JELY GREEN JELLY MALVE JELLY
BEANS AHD ACNE BEANS AND AONE BEANS AND ANNE. BEANS AND ACNE. PD ACNE.
(P>0.05). (P>005) (p>0.05) (P<e.os) (P>0.05)
! / / W § !
WE FOUND NG WE FOUND NG WE FOUND NG WE FOUNDNO WE FOUND NG
LINK, BETWEEN LINK, BETWEEN LINK GETWEEN LINK BETWEEN LINK BETWEEN
BEIGE JELLY LILAC JELY BLACK, JELY PERCH TELY oRANGE JELLY
BEANS PHD ACNE BEANS PHD ACHE BEANS AHD ACNE. BEANS AND ANE BEPNS PND ACNE
(p>0.05). (p>005) (p>005) (p>005) (p>0.05).
/ / / /! /
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Traditional Regression

600

2
S
— . . r <
Y;—f(xzaﬁ)_l'ez m
S
S
; 2
3 = mg‘mlnz — Bzi)? = argmin ||y — Bz3.
3 8
~ [ [ [ [ [
0 5 10 15 20
We get unbiased estimates of the coefficients! Exposure

Practical Statistics for Data Scientists by Peter Bruce. Andrew B
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https://learning.oreilly.com/library/view/practical-statistics-for/9781491952955/

Regular vs. Penalized Regression

J. R. Statist. Soc. B (2005)
67, Part 2, pp. 301-320

Regularization and variable selection via the
elastic net

Hui Zou and Trevor Hastie

8= arg;ﬂin(”y - -’fﬁﬂz + A2 ”ﬁ”2 + ﬁ1||#5'||1) Stanford University, USA

[Received December 2003. Final revision September 2004)

Summary. We propose the elastic net, a new regularization and variable selection method. Real
world data and a simulation study show that the elastic net often outperforms the lasso, while
enjoying a similar sparsity of representation. In addition, the elastic net encourages a grouping
effect, where strongly correlated predictors tend 1o be in or out of the model together. The elastic
net is particularly useful when the number of predictors (p) is much bigger than the number of
observations (n). By contrast, the lasso is not a very satisfactory variable selection method in the
p = n case. An algorithm called LARS-EN is proposed for computing elastic net regularization
paths efficiently, much like algorithm LARS doss for the lasso.

Keywords: Grouping effect; LARS algorithm; Lasso; Penalization; p = n problem; Variable
selection
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Regular vs. Penalized Regression

J. R. Statist. Soc. B (2005)
67, Part 2, pp. 301-320

Regularization and variable selection via the
elastic net

Hui Zou and Trevor Hastie

B = arg;nin ||llr - Xﬁﬂz + A2 ”ﬁ”2 =+ ﬁ1||#5'||1) Stanford University, USA

[Received December 2003. Final revision September 2004)

Summary. We propose the elastic net, a new regularization and variable selection method. Real
world data and a simulation study show that the elastic net often outperforms the lasso, while
enjoying a similar sparsity of representation. In addition, the elastic net encourages a grouping
T d ,t, I R . effect, wheralslrlungly fﬁnﬁ:-:atadhpmmﬂgem Lelrnd n:; be in abro t;Lf‘ts of theh Engder tor?eth?‘r. The et::sﬁc;
net is particularly use en the number of predictors much bigger than the number o
raditiona eg ression observations (n). By contrast, the lasso is not a very satisfactory variable selection method in the
p = n case. An algorithm called LARS-EN is proposed for computing elastic net regularization
paths efficiently, much like algorithm LARS doss for the lasso.

Keywords: Grouping effect; LARS algorithm; Lasso; Penalization; p = n problem; Variable
selection
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Regular vs. Penalized Regression

.Ega = ﬂl‘g;ﬂiﬂ(@y - Xﬁnz + Ag “1'5’”E T+ )"IH.EHI) J. . Statist. Soc. B (2005)

67, Part 2, pp. 301-320

Regularization and variable selection via the
elastic net
Ridge Regression

Hui Zou and Trevor Hastie
T Stanford University, USA

" ereen [Received December 2003. Final revision September 2004)

Summary. We propose the elastic net, a new regularization and variable selection method. Real
world data and a simulation study show that the elastic net often outperforms the lasso, while
enjoying a similar sparsity of representation. In addition, the elastic net encourages a grouping
- effect, where strongly correlated predictors tend 1o be in or out of the model together. The elastic

net is particularly useful when the number of predictors (p) is much bigger than the number of
observations (n). By contrast, the lasso is not a very satisfactory variable selection method in the
p = n case. An algorithm called LARS-EN is proposed for computing elastic net regularization
paths efficiently, much like algorithm LARS doss for the lasso.

N L Keywords: Grouping effect; LARS algorithm; Lasso; Penalization; p = n problem; Variable
r'\l | 1 | I | I | | samm
1e+03 1e+02 Te+01 1e+00

coefficient
1]
1

lambda2
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Regular vs. Penalized Regression

8 = arg;nin ly — XB12 | A2 1811 +

) . J.R. Statist. Soc. B (2005)
67, Part2, pp. 301-320

Regularization and variable selection via the
elastic net
Lasso Regression

Hui Zou and Trevor Hastie
Stanford University, USA

- PRCH

[Received December 2003. Final revision September 2004)

Summary. We propose the elastic net, a new regularization and variable selection method. Real
- lorme world data and a simulation study show that the elastic net often outperforms the lasso, while
i enjoying a similar sparsity of representation. In addition, the elastic net encourages a grouping
B effect, where strongly correlated predictors tend 1o be in or out of the model together. The elastic
net is particularly useful when the number of predictors (p) is much bigger than the number of
e observations (n). By contrast, the lasso is not a very satisfactory variable selection method in the
Tl e p = n case. An algorithm called LARS-EN is proposed for computing elastic net regularization
R paths efficiently, much like algorithm LARS doss for the lasso.

Keywords: Grouping effect; LARS algorithm; Lasso; Penalization; p = n problem; Variable
= FITRMI Sﬂlﬂﬂﬁﬂﬂ

coefficient
-

-1

lambdat
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Regular vs. Penalized Regression

f = argmin(|ly — X6 + MBI + M [181h). g oo

67, Part 2, pp. 301-320
£

Regularization and variable selection via the

11 M
standard errors are not very meanlrjgful for elastic net
strongly biased estimates such as arise from
pen a | ized eSti m ati On m et h Ods.” Hui Zou and Trevor Hastie
Stanford University, USA
° Pena|ized methOdS intrOduce biaS Wh en [Received December 2003. Final revision September 2004)
estimating coefficients, which becomes a Summary. We propose the elastic net, a new regularization and variable selection method. Real
. world data and a simulation study show that the elastic net often outperforms the lasso, while
Mmajor compone nt of MSE. enjoying a similar sparsity of representation. In addition, the elastic net encourages a grouping
. . effect, where strongly correlated predictors tend to be in or out of the model together. The elastic
« Confidence statementbased on variance net is particularly useful when the number of predictors (p) is much bigger than the number of
b . | d . observations ;n ). %};’c_?l:ﬂrasthth;ll-:s;g i; aqt avery satiafi:ﬂory va;@ablelaeltemio? meﬂ‘bl:d intt_he
= n case. An algorithm calle -EN is proposed for computing elastic net regularization
can € misieadin g : ﬁams efficiently, much like algorithm LARS dgas for the lasso. puiing %

Keywords: Grouping effect; LARS algorithm; Lasso; Penalization; o = n problem; Variable
selection
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Regularized Regression Packages

R Packages:

® No p-values
e Glmnet
e HDM
® Biglasso
e lars
e Caret
e h20

® Lassopv

e Uses the regularization strength when each predictor enters the active set of regularization
path for the first time as the statistic. (Only for Lasso)
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Generalized Additive Models (GAMs)

p Statistival Science
1986, Vol. 1, No. 3, 297-318

Yi=po + Z sj(x)+ € Generalized Additive Models

Jj=1
Trevor Hastie and Robert Tibshirani

° We Set th e nu ” hypoth eS|S as S(X) = O Abstract. Likelihood-based regression models such as the normal linear

regression model and the linear logistic model, assume a linear (or some

other parametric) form for the covariates X;, X,, -+, X,. We introduce

the class of generalized additive models which replaces the linear form

° ¥, B;X; by a sum of smooth functions ¥, s;(X;). The s;(-)’s are unspecified
M G CV R pa C ka g e functions that are estimated using a scatterplot smoother, in an iterative
procedure we call the local scoring algorithm. The technique is applicable to

i A p p roxirm ate p -Va | ues any likelihood-based regression model: the class of generalized linear models

contains many of these. In this class the linear predictor n = ¥ 8,X; is

« “All p-values are computed without considering  replaced by the additive predictor ¥ (X)) hence, the name goneralized

. . . additive models. We illustrate the technique with binary response and
unce rta | nty N t h esm Oot h N g pa ram e‘te r survival data. In both cases, the method proves to be useful in uncovering
nonlinear covariate effects. It has the advantage of being completely auto-

M " O W - "o 1 o gv s
matie, i.e., no “detective work” is needed on the part of the statistician. As
eStI m ates a theoretical underpinning, the technique is viewed as an empirical method
of maximizing the expected log likelihood, or equivalently, of minimizing the

* The p-values are likely to “be somewhat too [ow e e e 8 e ino ot

when smoothing parameter estimates are highly e words and phrases: Generalised linear models, smoothing, nonpara-
. . metric regression, partial residuals, nonlinearity.
uncertain.

https://cran.r-project.org/web/packages/mgcv/mgcv.pdf
https://projecteuclid.org/journals/statistical-science/volume-1/issue-3/Generalized- 10/24/202
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P-value “"Alternatives”

Sam Kloese



Final Model Lift Chart
Is Not Enough

e Occasionally companies will reply that the overall model generalizes well to new data
when asked about the significance of a specific variable

e Alift charton holdout data may not look that bad if there is an insignificant variable
included.

10/24/202
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Final Model Lift Chart - /
Is Not Enough

. metric

fitted_average

/ — observed_average

Frequency
=
o

e Example: //
e GLM was built, data included 100 columns o0- S
with random #'s 1-5 4
e 7 random # columns had P-value < 0.05 S s 1

Decile

* Model A was built excluding all random #s
e Model B was built including 2 random #

Decile Plot — Test Data — Two Random Columns

columns with lowest p-values Yy
- /7
* The decile plot for Model B doesn’t look that 0z0- /
bad! 7
/’“““-x._x" _
E _ - metric
%"“h' / fitted_average
e ”f — chserved_average
[ I’r
7
112 -~
ff
//\f‘f
/
Q.08
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Decile



What can | ask for if p-values are unavailable?

e P-valuesare a common metric for variable significance

e Othertests that may help address the question of significance
e Bootstrapping: Do variations to the data resultin radically different coefficients?
e Cross Fold Validation: Are the coefficients consistent across folds?
e GLM Reference Model: What are the p-values from a similar GLM?

10/24/202
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1. Bootstrapping

® The model could be run several times times on bootstrapped samples
e Bootstrappinginvolves sampling from replacementfrom the original dataset
e The bootstrap samples have the same number of records
e Fach model run would result in different coefficients, since the datasetis different
e Evaluatingthe coefficients
e The range of coefficients can be evaluated by variable
e |f the range of coefficientsis narrow, it raises our confidence in statistical significance
e |f the range of coefficientsis quite wide, itis a sign of model instability

e Histograms can help visualize the range and distribution of coefficients
e Narrower histograms with tall peaks are preferable

e Variables where the histogram crosses over the 0 line should be further scrutinized

10/24/202
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0.20

0
100 -
A B )
1.B i | | I
. Bootstrapping - 1
SHnnn I
: | “
e Example: :
e Elastic Net model was built I
e GImnet package in R does not produce ¢ = ‘ i |
p-va lues 02 Retired Goefficiont oo Vehicle Age 0-5 Coefficient
100~ - |
® |nstead, the same model was run 1,000
times on bootstrapped data samples
75- —
e Histograms were analyzed to determine ] M -
variability of coefficients by variable . i ;
. i,
rl_.—l_l_l_r I | L | , ._
0.00 Fomale Coefficiont 0.05 - - Vehi_clrz Age 1 1—100_C.oefficienl - .
10/24/202
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2. Cross Fold Validation

o K fold validation is a common Al Dk
cross fold validation type

.. . . Tearangg dwky Tir] cafa
e Trainingdata is broken up into k :
folds
e |deally, the modeler still has a true Foldl || Feld? || Foldd || Roda || Felds |y
holdout dataset for final model _ : -
. . Son L Foid 1 Fodd 2 Fokdl 3 =oid d Fiold o
validation

Spi 2 Fold 1 Fold 2 Fokd 3 Fold 4 Fold &

:f? Finding Pasameiess

Spit3 | Fodl | Foldz || Fol3 | Fodd | Fouds
Spitd | Fodi || Fold2 | Fold3 | Foldd | Fods
Sp s =old 1 Fidd 2 Fold 3 =oid 4 Fodds .t
Finial avaunle { Teees st

Image from https://scikit-learn.org/stable/modules/cross_validation.html 10/24/202
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https://scikit-learn.org/stable/modules/cross_validation.html

2. Cross Fold Validation

e The modelis trained k times A1 Dt

e The predictionsfor a specific fold
are based on a model trained
with all other folds

e Fachtimethe modelistrained, a Fokil | Fold? | Foldd | Faldd | Folds Y
set of coefficientsis determined

Tearing el Te=s] claga

) Spot L FlI:l:lll Fold & Folkd 3 =oid 4 Fold &
e The modeler may need to specify

/ Spit 2 Fold 1 Fold 2 Fold 3 Foid 4 Fodd 5
that they want each fold'’s : | .

:f? Finding Pasameiess

coefficientsto be saved spind | Foll | Fowz || Fold | | Fowd | Fow s
H A Fold 1 Foldd 2 Fald 3 Fald 4 Fold 5
SpmE ~oid 1 Fiodd & Foki 3 =oilid 4 Fodd & !
Final aeadnlag { Tkl CLa%A

Image from https://scikit-learn.org/stable/modules/cross_validation.html 10/24/202
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https://scikit-learn.org/stable/modules/cross_validation.html

2. Cross Fold Validation

e Oftenthe final model is run using A Dt
100% of the training data

(including all folds) TR0 can o
e Companies often just provide
coefficients associated with the = MmN e e | e R
final run _
Soo L Foid 1 Fold & Foki 3 =oid d Fiold o

e However, reviewingthe
coefficientsfromthe k folds may ~ =#n= [ Faai [Relde | Foked | Fada | Fokds

:f? Finding Pasameiess

be useful Spit3 | Fodl | Foldz || Fol3 | Fodd | Fouds
Spitd | Fodi || Fold2 | Fold3 | Foldd | Fods
Sp s =old 1 Fidd 2 Fold 3 =oid 4 Fodds .t
Finial avaunle { Teees st

Image from https://scikit-learn.org/stable/modules/cross_validation.html 10/24/202
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https://scikit-learn.org/stable/modules/cross_validation.html

2. Cross Fold Validation

e The model reviewer can ask for the coefficients from each fold

e |f k fold validation was used, there are k different sets of coefficients
e Unsure of the ideal k value
e Small k values mean there are less sets of coefficients to analyze
e Large k values mean that each model has a larger share of overlapping training data

e Each model run would result in different coefficients, since the folds in training are different
e Evaluatingthe coefficients by fold

e The range of coefficients can be evaluated by variable

e |f the range of coefficientsis narrow, it raises our confidence in statistical significance

e |f the range of coefficientsis quite wide, itis a sign of model instability

e Histograms can help visualize the range and distribution of coefficients
e Narrower histograms with tall peaks are preferable

e Variables where the histogram crosses over the 0 line should be further scrutinized

10/24/202
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2. Cross Fold Validation

e Example:

e Elastic Net model was built

e GImnet package in R does not
produce p-values

® |nstead, the same model was
run on 5 different folds

e Consistency across folds can
be analyzed

NATIONAL ASSOCIATION OF INSURANCE COMMISSIONERS

1 2 3 4 5 Full Dateset
All Trips 0.530 0.518 0.560 0.755 0.690 0.618
Professional 0.233 0.240 0.256 0.252 0.213 0.239
Retired -0.123 -0.134 -0.133 -0.152 -0.148 (0.138)
Work Private Base
Female 0.039 (0.002) 0.034 0.020 0.041 0.026
Male Base
16- 20 0.132 0.124 0.185 0.080 0.271 0.161
21-30 (0.037) 0.042 0.009 0.001 0.042 0.011
Driver 31-40 Base
Age 41-50 (0.039) (0.043) (0.042) (0.022) (0.013) (0.032)
51- 60 0.028 0.009 0.005 0.049 0.043 0.027
61+ 0.067 0.063 0.063 0.104 0.112 0.082
0-5 0.116 0.132 0.109 0.109 0.114 0.116
6-10 Base
11+ (0.400) (0.385) (0.379) (0.404) (0.360) (0.386)
0-50 (0.606) (0.607) (0.534) (0.631) (0.635) (0.601)
Vehicle 51-100 Base
Din 101 - 150 0.211 0.213 0.198 0.220 0.220 0.212
151+ 0.271 0.227 0.250 0.275 0.241 0.253
10/24/202
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3. GLM Reference Model

e GLMs provide p-valuesin most software

e A GLM could be built which is as similar as possible to the model in question

e Thisis probably more appropriate when the model in question is still some type of linear
model (Lasso, ridge, elastic net)

e Considerthe GLM provided p-values a reasonable approximation for the model in
question

e P-values fromthe GLM may be a little underestimated

e The modeler should describe why their model type is preferable to a GLM for their
modeling purpose.

e Once they have a similar GLM, they should describe why they favor the other model

e Why not use Lasso or Elastic Net for variable selection, but run a GLM on the final features?
e |f the coefficients are radically differentin the reference GLM, the GLM p-values may

not be as relevant
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3. GLM Reference Model

Elastic Net Reference GLM |GLM p-value
o Example' All Trips 0.618 0.622 <0.001
: Professional 0.239 0.239 0.002
° E|astic Net mode| was bu||t Retired (0.138) (0.142) <0.001
* GLM model was built with the same variables WOFr:nI:;\;ate 01_3;;: 01.352576 515
e The coefficients are compared side by side Male Base Base
® Low p-values fromthe GLM suggest the ;i §8 g:;ﬁ gjéij 8:322
variables should be significant Driver 31- 40 Base Base
Age 41-50 (0.032) (0.031) 0.320
51- 60 0.027 0.029 0.329
61+ 0.082 0.087 0.016
0-5 0.116 0.116 <0.001
6-10 Base Base
11+ (0.386) (0.386) <0.001
0-50 (0.601) (0.606) <0.001
Vehicle 51-100 Base Base
Din 101 - 150 0.212 0.213 <0.001
151+ 0.253 0.255 <0.001
10/24/202
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Comparison of Alternatives

® Bootstrapping
e Can provide a large distribution of coefficients
e May be impractical for large datasets due to model run time
e K Fold Validation
e Typically providesa much smaller distribution of coefficients
e Oftenrequiresthe modeler to change programmingto save coefficients from each fold
e Takeslesstime than the bootstrapping approach since there are less model runs

e GLM Reference Model

e |essappropriate for non-linear models

* The p-values may not be relevant if the beta coefficients are radically different from the
model in question
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