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Rising Health Care Costs: Drivers, Challenges and Solutions

Foreword

This CIPR study brings together thought leaders, researchers and practitioners in the health care field to provide a wide spectrum of viewpoints on the rising cost of care. The study, by intention, is a compilation of individually authored papers designed to address various drivers of health care costs. The contributing authors also present recent government actions and advance possible solutions for state insurance regulators and other stakeholders to consider.

Following the release of the: i) executive summary and the first paper “Food is Medicine: Why Healthier Eating Should Be a Priority for Health Care Providers, Insurers and Government” (December 2018); and ii) the second installment containing the three papers of “Addressing High Health Care Cost Drivers — A Critical Role for Insurance Regulators”; “Regional Cost Variation and the Collaborative Path to Affordability”; and “Prescription Drug Cost Drivers” (August 2019); this is the third and final installment of the study.

This third installment contains four papers that continue to examine the underlying factors driving health care costs as well as offering up policy options to address them. The first paper (“Healthcare Administrative Workflow: Costs and Savings Opportunities”) focuses on addressing administrative costs, highlighting saving opportunities to not only reduce health care spending, but also to ultimately direct more resources towards patient care. The second paper (“Cutting Wasteful Health Spending – Policy Options”) examines how wasteful spending varies across different types of healthcare markets while highlighting market specific policy options to curb this wasteful spending to inform state and national policymakers. The third paper (“Big Data Analytics and Health Care – Using Data Science to Reduce Health Care Costs”), following from a technological historical understanding of the healthcare industry, provides an overview of some of the potential opportunities for the better use of big data analytics in health care today in order to improve the patient experience with corresponding avoided costs. And lastly the fourth paper (“Adoption of Value-Based Payments Leveraging Fee-for-Service Lessons”) describes how value-based care as an alternative to the traditional fee-for-service payment system provides a potential opportunity to improve individual care and population health while changing the trajectory of national health expenditures.

We note that the views expressed in these papers are the opinions of the authors. They are not meant to represent the position or opinions of the NAIC/CIPR or its members. They are also not the official position of any staff members. The intent of these papers is to inform policymakers and further the conversation on effective health care cost solutions.
Healthcare Administrative Workflow: Costs and Savings Opportunities

By Kristine Burnaska, Ph.D., Director of Research and Measurement, CAQH

Introduction

Addressing administrative costs has the potential to not only reduce health care spending, but also to direct more resources towards patient care. While the health care industry has made significant progress to automate and reduce costs associated with administrative functions, the U.S. still spends more on health care and administrative services than any other developed nation. As noted in the paper Cutting Wasteful Health Spending – Policy Options for State Leaders included in this series, administrative complexity accounts for a large slice of the total national health expenditures that could be eliminated without harming consumers or care quality.

Spending on health care administration costs an estimated $350 billion annually due to its complexity. Data from the 2019 Council for Affordable Quality Healthcare (CAQH) Index, as shown in Figure 1 (on the next page), indicates that $40.6 billion, or 12% of the $350 billion spent on administrative complexity, is associated with conducting administrative transactions tracked by the CAQH Index. Of the $40.6 billion spent on these transactions, $13.3 billion, or 33% of existing annual spending on administrative transactions, could be saved by completing the transition from manual and partially electronic processing to fully electronic processing. The progress that the industry has already made to automate these administrative transactions has saved the industry more than $102 billion annually.

The 2019 CAQH Index estimates that the medical industry has avoided more than $96 billion in annual administrative costs through efforts to automate administrative transactions. By comparison, the dental industry has avoided more than $6 billion annually. For both industries, the largest annual savings has been achieved for eligibility and benefit verification at $68.8 billion for the medical industry and $3 billion for the dental industry. However, although the industry has already avoided significant administrative costs through automation, 33% of existing spending could be saved through further automation.

To continue to drive progress, harmonization is needed across all stakeholders to reduce administrative costs and burden. Aligning on a common understanding of the barriers to electronic adoption and the business needs of the future is imperative for plans, providers, vendors, standards development organizations, operating rule authoring entities and government to maintain and improve upon industry achievements to date.

**Manual vs. Electronic Administrative Workflow Cost Comparison**

The business of health care can be complex and includes various administrative transactions conducted routinely between health care providers before, during and after a patient-provider encounter. Understanding the workflow associated with administrative transactions (Figure 2), the level of spending and potential savings opportunities allow the health care industry to identify pain points and target areas for improvement.
The Council for Affordable Quality Healthcare (CAQH), through its CAQH Index, tracks adoption of electronic administrative transactions between medical and dental health care providers and health plans. These transactions include verifying a patient’s insurance coverage, obtaining authorization for care, submitting a claim and supplemental medical information, and sending and receiving payments. The CAQH Index also estimates the annual volume of these transactions, their cost and the time needed to complete them by mode (manually, partially electronic portal, or fully electronic (HIPAA standard)).

By benchmarking progress, industry and government can more easily identify barriers that may be preventing stakeholders from realizing the full benefit of electronic administrative transactions. These insights can prompt new initiatives to address and reduce barriers. Here we use the CAQH Index to compare manual vs. electronic costs in the administrative workflow and to then identify potential savings opportunities from transferring these activities to electronic transactions only.

Health care industry stakeholders made progress in 2019—in adoption of electronic transactions and the reductions in the volume of manual transactions. However, continued efforts are needed to significantly reduce the volume of expensive, time-consuming manual transactions and adapt to the changing administrative needs of the health care system.

Knowing the full cost associated with the administrative workflow can help organizations measure efficiency and productivity. Table 1 provides the average cost per transaction and the associated cost savings opportunity for health plans, health care providers and the medical industry overall to move from manual to electronic transactions. The medical industry could save as much as $42.45 (including $29.27 for providers and $13.18 for plans) for a single patient encounter requiring all eight of the transactions tracked by using a fully electronic workflow.

The greatest per transaction savings opportunities associated with moving from a manual to a fully electronic transaction for the medical industry include prior authorization ($12.31), claim status inquiry ($7.72), and eligibility and benefit verification ($7.55). Claim status inquiry ($10.23) and eligibility and benefit verification ($9.33) also had the greatest per transaction savings opportunities for the dental industry. Savings also exist for transactions that are conducted using partially electronic web portals versus the fully electronic federal Health Insurance Portability and Accountability Act (HIPAA) standards. For example, medical providers could save, on average, $2.11 per transaction by completing a prior authorization using the HIPAA-mandated standard as opposed to a web portal.

---

3 The CAQH Index cost and saving estimates only account for the labor time required to conduct the transactions. They do not reflect the time and cost associated with gathering information for the transactions. Systems costs are also excluded from the cost and savings estimates.
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Manual</td>
<td>$3.47</td>
<td>$5.30</td>
<td>$8.77</td>
<td>$3.43</td>
<td>$4.12</td>
<td>$7.55</td>
</tr>
<tr>
<td></td>
<td>Partial</td>
<td>$0.04</td>
<td>$2.03</td>
<td>$2.07</td>
<td>$0.00</td>
<td>$0.85</td>
<td>$0.85</td>
</tr>
<tr>
<td></td>
<td>Electronic</td>
<td>$0.04</td>
<td>$1.18</td>
<td>$1.22</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Partial</td>
<td>$0.05</td>
<td>$3.99</td>
<td>$4.04</td>
<td>$0.00</td>
<td>$2.11</td>
<td>$2.11</td>
</tr>
<tr>
<td></td>
<td>Electronic</td>
<td>$0.05</td>
<td>$1.88</td>
<td>$1.93</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Manual</td>
<td>$0.92</td>
<td>$3.30</td>
<td>$4.22</td>
<td>$0.83</td>
<td>$2.33</td>
<td>$3.16</td>
</tr>
<tr>
<td></td>
<td>Electronic</td>
<td>$0.09</td>
<td>$0.97</td>
<td>$1.06</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Manual</td>
<td>$0.56</td>
<td>$4.50</td>
<td>$5.06</td>
<td>$0.34</td>
<td>$2.17</td>
<td>$2.51</td>
</tr>
<tr>
<td></td>
<td>Electronic</td>
<td>$0.22</td>
<td>$2.33</td>
<td>$2.55</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Manual</td>
<td>$1.05</td>
<td>N/A</td>
<td>$1.05</td>
<td>$0.87</td>
<td>$0.87</td>
<td>$0.87</td>
</tr>
<tr>
<td></td>
<td>Partial</td>
<td>$0.18</td>
<td>N/A</td>
<td>$0.18</td>
<td>$0.00</td>
<td>$0.00</td>
<td>$0.00</td>
</tr>
<tr>
<td></td>
<td>Electronic</td>
<td>$0.18</td>
<td>N/A</td>
<td>$0.18</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Manual</td>
<td>$3.48</td>
<td>$6.65</td>
<td>$10.13</td>
<td>$3.44</td>
<td>$4.28</td>
<td>$7.72</td>
</tr>
<tr>
<td></td>
<td>Partial</td>
<td>$0.04</td>
<td>$2.25</td>
<td>$2.29</td>
<td>$0.00</td>
<td>($0.12)</td>
<td>($0.12)</td>
</tr>
<tr>
<td></td>
<td>Electronic</td>
<td>$0.04</td>
<td>$2.37</td>
<td>$2.41</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Manual</td>
<td>$0.67</td>
<td>$2.51</td>
<td>$3.18</td>
<td>$0.59</td>
<td>$1.00</td>
<td>$1.59</td>
</tr>
<tr>
<td></td>
<td>Electronic</td>
<td>$0.08</td>
<td>$1.51</td>
<td>$1.59</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Manual</td>
<td>$0.46</td>
<td>$3.76</td>
<td>$4.22</td>
<td>$0.41</td>
<td>$2.55</td>
<td>$2.96</td>
</tr>
<tr>
<td></td>
<td>Partial</td>
<td>$0.05</td>
<td>$2.15</td>
<td>$2.20</td>
<td>$0.00</td>
<td>$0.94</td>
<td>$0.94</td>
</tr>
<tr>
<td></td>
<td>Electronic</td>
<td>$0.05</td>
<td>$1.21</td>
<td>$1.26</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The volume of transactions is also important in identifying workflow pain points. As shown in Table 2, the highest-volume transaction is eligibility and benefit verification. In combination with the per-transaction cost savings opportunity, eligibility and benefit verification represents more than 43% of the total savings potential for the medical industry and offers the highest savings opportunities for both plans and providers.
Table 2: Estimated National Volume per Transaction and Savings Opportunity, Medical (2019 CAQH Index in $Millions)

Source: CAQH

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Eligibility and Benefit Verification</td>
<td>Manual</td>
<td>110</td>
<td>653</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Partial</td>
<td>1,471</td>
<td>1,388</td>
<td>$378</td>
<td>$3,864</td>
<td>$4,242</td>
</tr>
<tr>
<td></td>
<td>Electronic</td>
<td>8,093</td>
<td>7,633</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Prior Authorization</td>
<td>Manual</td>
<td>30</td>
<td>27</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Partial</td>
<td>50</td>
<td>52</td>
<td>$99</td>
<td>$355</td>
<td>$454</td>
</tr>
<tr>
<td></td>
<td>Electronic</td>
<td>12</td>
<td>13</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Claim Submission</td>
<td>Manual</td>
<td>155</td>
<td>217</td>
<td>$128</td>
<td>$507</td>
<td>$635</td>
</tr>
<tr>
<td></td>
<td>Electronic</td>
<td>3486</td>
<td>3424</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Attachments</td>
<td>Manual</td>
<td>142</td>
<td>150</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Electronic</td>
<td>35</td>
<td>27</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Coordination of Benefits</td>
<td>Manual</td>
<td>18</td>
<td>N/A</td>
<td></td>
<td>$16</td>
<td>$16</td>
</tr>
<tr>
<td></td>
<td>Partial</td>
<td>*</td>
<td>N/A</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Electronic</td>
<td>116</td>
<td>N/A</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Claim Status Inquiry</td>
<td>Manual</td>
<td>67</td>
<td>457</td>
<td>$231</td>
<td>$1,931</td>
<td>$2,162</td>
</tr>
<tr>
<td></td>
<td>Partial</td>
<td>305</td>
<td>203</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Electronic</td>
<td>858</td>
<td>571</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Claim Payment</td>
<td>Manual</td>
<td>146</td>
<td>49</td>
<td>$86</td>
<td>$49</td>
<td>$135</td>
</tr>
<tr>
<td></td>
<td>Electronic</td>
<td>333</td>
<td>430</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Remittance Advice</td>
<td>Manual</td>
<td>71</td>
<td>167</td>
<td>$29</td>
<td>$1,822</td>
<td>$1,851</td>
</tr>
<tr>
<td></td>
<td>Partial</td>
<td>1535</td>
<td>1489</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Electronic</td>
<td>1689</td>
<td>1638</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Transaction Total</td>
<td>Manual</td>
<td>739</td>
<td>1720</td>
<td>$1,015</td>
<td>$8,854</td>
<td>$9,589</td>
</tr>
<tr>
<td></td>
<td>Partial</td>
<td>3361</td>
<td>3132</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Electronic</td>
<td>14622</td>
<td>13736</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Industry stakeholders can use the CAQH Index to identify and prioritize opportunities in their administrative workflow for improvement by considering both the cost of a transaction and the number of those transactions conducted annually. Below we go through each administrative workflow transaction and identify the potential savings opportunities using the combined cost index and volume data.
Eligibility and Benefit Verification

The eligibility and benefit verification transaction establishes a common understanding between the health plan, provider and patient about benefit status and financial roles and obligations at a specific point in time. The American Medical Association (AMA) encourages providers to verify patient eligibility one to two weeks prior to an appointment or at the time of scheduling.\(^4\)

Eligibility and benefit verification continued to be the highest volume transaction measured in the medical industry, and its use continued to grow. Medical industry volume rose by 14% from the 2018 CAQH Index report. The number of transactions per member also increased from 26 annually to 30—still the highest number per member of all medical transactions measured. Provider spending accounted for 95% of the total spending. Providers have indicated that complicated benefits have resulted in additional points of contact with plans as providers check on a patient’s eligibility and benefits multiple times throughout a patient encounter.

Potential Savings

Even though adoption of the electronic eligibility and benefit verification transaction is relatively strong for the industry, the high volume of this transaction magnifies the impact of the small proportion of manual transactions. An additional $5.2 billion can be saved annually across both the medical and dental industries by converting the remaining manual and partially electronic web portal transactions to fully electronic transactions. This is the largest single transaction savings opportunity identified by the 2019 CAQH Index.

While only 15% of medical transactions were conducted via a web portal as partially electronic, there is a sizable savings opportunity by moving to fully electronic transactions. The industry could save 85 cents per transaction by conducting eligibility and benefit verifications electronically using the HIPAA standard as opposed to a web portal. This switch would result in an annual savings opportunity of $1.2 billion.

Prior Authorization

Prior authorization transactions involve engagement between a provider and a health plan to clarify, request and obtain approval for coverage of specific health care services for individual patients under specific circumstances.

Electronic prior authorization adoption by medical plans remained low relative to other

---

administrative transactions, with only a one percentage point increase in electronic adoption compared to the 2018 CAQH Index report.

While spending on prior authorization constitutes only two percent of the overall medical industry transaction spend ($631 million), prior authorization is the costliest, time consuming administrative transaction for providers. On average, providers spent almost $11 per transaction to conduct a prior authorization manually and nearly $4 using a web portal.

Prior authorization has been the subject of intense debate and industry attention over the years, with stakeholders across the industry calling for action to simplify the process.⁵,⁶,⁷,⁸ Although a national standard exists for prior authorization, adoption of this standard has trailed that of other transactions for which a standard is in place.

Potential Savings

The medical industry could save an additional $454 million annually by transitioning to fully electronic transactions. The opportunity for savings is greater for providers vs. plans, with a savings opportunity of $355 million for providers and $99 million for plans. This savings opportunity is on top of the $679 million in annual costs that the industry has already avoided spending, primarily through the use of web portals. However, moving from web portals to fully electronic transactions could reduce physician burden by $2.11 per transaction.

Claim Submission

Claim submission continues to have the highest electronic adoption rate among the transactions studied. The volume of medical claim submissions increased by 14%. Per member volume for the medical industry increased slightly from 10 transactions per member annually to 11 transactions per member annually. The number of transactions conducted per member annually remains the second highest of the transactions reported.

The medical industry spent a total of $4.5 billion on claim submissions, representing 13% of the total medical industry spend on administrative transactions reported.

Claims data has long been essential to health system and population health initiatives. It has been

---

mined for insights on the prevalence of common diseases and to estimate the number of individuals who remain undiagnosed. Data from claims is also essential to risk adjustment, performance measurement and value-based payment.

Potential Savings

Although electronic claim submission is the lowest cost transaction for providers in both industries, there is still a $635 million savings opportunity for the medical industry and $177 million for the dental industry by converting the remaining manual claim submissions to electronic transactions. Through automation, the medical and dental industries have avoided more than $12 billion in total costs annually by transmitting claims primarily through the HIPAA-mandated electronic transaction.

Claim Status Inquiry

Claim status inquiry was the second most expensive transaction to conduct manually ($10.13) and electronically ($2.41) for the medical industry. Combined, the medical and dental industries spent more than $6.2 billion in the past year on claim status inquiries. Of the total annual spending reported for administrative transactions, claim status inquiries accounted for 15% of total medical spend.

Electronic claim status inquiry has been a useful fee-for-service (FFS) revenue cycle tool. These transactions have helped providers and their vendors follow claims as they progress through adjudication and have given them an opportunity to intercede when issues arise that could delay or prevent approval of a claim. This electronic transaction has also become widely accessible—79% of practice management systems offer solutions related to claim status inquiries.

Potential Savings

The medical industry could save more than 42% of the existing spend on claim status inquiries, or $2.2 billion, by moving manual and partially electronic web portal inquiries to fully electronic transactions. The savings potential associated with claim status inquiry is the second highest

---


savings opportunity for the medical industry behind the eligibility and benefit verification transaction.

Most of this savings opportunity would occur for providers ($1.9 billion) who conduct more of these transactions manually. The $2.2 billion in total potential savings is on top of the $7.3 billion in annual costs that the medical industry has already avoided by transitioning most manual claim status inquiries to electronic transactions.

**Claim Payment**

Payment is one of the last steps in the administrative workflow. Electronic claim payment, or electronic funds transfer (EFT) via ACH27, moves money electronically from one account to another, taking the place of paper checks.

For medical plans, electronic claim payment adoption increased by seven percentage points, reaching 70%. Electronic adoption for claim payment showed the greatest increase from the 2018 report compared to the other reported transactions for the medical industry.

The volume of claim payments for the medical industry rose 18%. This increase in volume closely matches the increase reported for claim submission. However, medical claim submission volume is higher than claim payment volume given payments are often made in bulk where one payment is associated with multiple claims.

**Potential Savings**

The medical industry spent $896 million on claim payments in 2019, accounting for only 3% of spending on administrative transactions. By conducting claim payments electronically, the medical industry could save $135 million annually.

**Remittance Advice**

Electronic remittance advice (ERA) and electronic claim payment, also referred to as EFT, work in tandem to enable automated reconciliation and communication of reimbursement. An ERA is an electronic explanation of payments made to the provider by the health plan. It includes information about the patient, the service or procedure performed, the provider and any claims adjustments.

Health plans report that the combination of increased volume and portal use is the result of duplicate postings of remittance advice on a health plan portal and through the standard electronic transaction to ensure that a provider can access the information through multiple channels as needed.
After prior authorization and attachments, this transaction has the lowest electronic adoption at 51%. Partially electronic adoption increased four percentage points, while manual adoption dropped seven percentage points to a near negligible level of 2%. For the medical industry, overall volume increased by 31%, driven by the continued increase in duplicate use of ERA transactions and web portals. Nearly $6 billion was spent by the medical industry on remittance advice, corresponding to roughly 20% of the annual total spend on administrative transactions. Spending on remittance advice represented the second highest administrative transaction expense for the medical industry.

Potential Savings

For the second year in a row, the savings opportunity for the medical industry declined from $2.4 billion in the prior index report to $1.9 billion. The decline reported in the 2018 report was a result of a reduction in the manual cost of a transaction, while the decline this year was a result of lower manual volume. Despite this continued decline, remittance advice remains the third highest cost savings opportunity, with 76% of the savings opportunity associated with eliminating the mostly duplicative use of web portals.

Call to Action

As the industry evolves and the volume and complexity of administrative transactions rise, the need to streamline, automate and adapt business processes to changing business needs will continue to be a challenge. Despite these challenges, the industry should be encouraged by the annual costs that can be avoided through automation. Most of the health care industry savings correspond to transactions with higher electronic adoption levels, as shown for eligibility and benefit verification and claim submission. Efforts to automate administrative transactions can continue to deliver savings. However, standards, operating rules and technology must keep pace with the needs of the industry.

CAQH offers the following actions for the industry:

Focus Efforts to Reduce Provider Burden

Given that the majority of savings opportunities are attributed to medical and dental providers, the greatest opportunity to reduce administrative costs is to focus on transactions like eligibility and benefit verification, claim status, remittance advice, and prior authorization. For example, new findings from the 2019 CAQH Index suggest that provider burden could be reduced by switching from partially electronic web portals to fully electronic transactions. Providers could save, on average, nine minutes for a single patient encounter through the administrative workflow if all transactions were conducted using the fully electronic method instead of through web portals.
Accelerate Standards and Operating Rule Development

To maintain and foster ongoing adoption of fully electronic transactions, standards and operating rules must support changing business needs. In particular, standards and operating rules must adapt to the need for alignment between administrative and clinical data. The National Committee on Vital and Health Statistics (NCVHS), in a letter to the U.S. Department of Health and Human Services (HHS), provided recommendations to promote interoperability and reduce provider and regulatory burden.

As the health care industry evolves, administrative processes need to adapt to address changing market needs to minimize the use of expensive, time-consuming manual processes. For example, value-based payment arrangements often have more complex data sharing requirements than was anticipated with existing standards and operating rules. As a result, these arrangements between health plans and providers frequently lead to manual processing or partially electronic portals to transact information.

Encourage Timely Vendor Adoption of Standards and Operating Rules

There is an opportunity for vendor systems to support the adoption of electronic transactions through more timely and comprehensive deployment of new and updated standards and operating rules. The vendor community can accelerate the adoption and support the ongoing use of electronic transactions by prioritizing the development of solutions to address the gaps and cost savings opportunities identified in this report.

Pursue a More Expansive Exploration of Administrative Operations

Numerous barriers—cost, resistance to change, lack of vendor support and others—have been suggested as possible contributors to challenges associated with adoption. However, in order to truly address the primary savings opportunities identified in this report, a more refined understanding of the barriers to electronic adoption of administrative transactions by health care providers is needed by all stakeholders.

Further, to identify and quantify cost-saving opportunities related to evolving market needs for electronic administrative transactions, more detailed research is needed to understand a broader range of functions and costs associated with the administrative workflow. Improving efficiency of the health care administrative workflow requires long-term commitment by all stakeholders. The strategies proposed here address the greatest opportunities and needs and identify areas for top performers to help peers overcome barriers to automation.
Cutting Wasteful Health Spending — Policy Options

By Daniel P. O’Neill,¹³ David Scheinker¹⁴

Introduction

Wasteful spending—outlays for health services that could be eliminated without harming consumers or care quality¹⁵—deserves unflagging attention from researchers, clinicians and policymakers. The Institute of Medicine (IOM) estimated that waste consumed 30% of American health dollars in 2009.¹⁶ Berwick and Hackbarth, working from a 2011 baseline, pegged the midpoint of reasonable waste estimates even higher, at 34%.¹⁷

A crude extrapolation of these figures, given the steady rise in overall health expenditures, implies that wasted spending now comfortably exceeds $1 trillion annually. (See Figure 1 on the next page.) This sum could fund the entire Medicaid program twice over.

There are significant benefits to basing policy on critiques that do not treat health care as if it were a single industry. At $3.3 trillion, the U.S. health care economy is larger than the entire economy of India. It is a mosaic of smaller markets for certain services or products, each further subdivided by the varying rules, pricing models and administrative mechanics of a specific provider-payer pair.

Figure 2 (see page 3) illustrates this segmentation by payer-provider pairs. For example, medical equipment manufacturers derive roughly three-quarters of their revenue from out-of-pocket payments, while pharmaceutical vendors (i.e., prescription drugs) rely on such payments for less than 15% of drug bills. This shapes each industry’s sales and marketing strategy and is likely to affect patterns of spending and waste.

¹³ Robert Wood Johnson Foundation (RWJF) Health Policy Fellow, National Academy of Science.
¹⁴ Clinical Associate Professor, Stanford University School of Medicine.
**Figure 1: Causes of Waste in the U.S. Health Care System**

Sources: Authors’ calculations based on work by Berwick and Hackbarth\textsuperscript{18,19}

<table>
<thead>
<tr>
<th>Covered lives (2016 data):</th>
<th>120 – 125 million\textsuperscript{2}</th>
<th>~190 million\textsuperscript{4}</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total health consumption expenditures (HCE)\textsuperscript{2}</td>
<td>$1.26 trillion</td>
<td>$1.84 trillion</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Estimated annual waste, in 2016</th>
<th>Medicare &amp; Medicaid</th>
<th>Private payers &amp; other</th>
</tr>
</thead>
<tbody>
<tr>
<td>Administrative complexity</td>
<td>389 (31%)</td>
<td>92 (41%)</td>
</tr>
<tr>
<td>Pricing failures</td>
<td>73</td>
<td>139</td>
</tr>
<tr>
<td>Fraud and abuse</td>
<td>83</td>
<td>5</td>
</tr>
<tr>
<td>Failures of care coordination</td>
<td>39</td>
<td>134</td>
</tr>
<tr>
<td>Failures of care delivery</td>
<td>47</td>
<td>141</td>
</tr>
<tr>
<td>Over-treatment</td>
<td>100</td>
<td>$445 billion (14 – 15%)</td>
</tr>
<tr>
<td>Total waste</td>
<td>$1,145 billion (35 – 37%)</td>
<td></td>
</tr>
<tr>
<td>Administrative &amp; operational</td>
<td>$700 billion (20 – 25%)</td>
<td></td>
</tr>
<tr>
<td>Clinical</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

1) Waste categories and magnitudes based on work by Donald Berwick and Andrew Hackbarth, “Eliminating Waste in U.S. Health Care,” *JAMA*, 2012;307(14):1513–1516. Original estimates based on 2011 spending levels have been extrapolated to 2016 using National Health Expenditures (NHE) data.\textsuperscript{1}

2) Health consumption expenditures include all NHE, less investment (research, structures, and equipment) and public health outlays by federal and state governments.\textsuperscript{2}

3) Includes 55.4 million Medicare enrollees, 71.2 million Medicaid enrollees and 6.5 million children covered by CHIP, per CMS data, less 10 million lives covered by both Medicare and Medicaid in 2016, per the American Community Survey.\textsuperscript{3}

4) Includes 173.1 million lives covered by employer-sponsored insurance in 2016, plus 17.5 million covered by a plan purchased directly, of which the majority bought plans on an ACA exchange. To avoid double counting, this figure excludes 7.3 million individual Medigap plans.\textsuperscript{4}

\textsuperscript{18} Original estimates based on 2011 spending levels have been extrapolated to 2016 using National Health Expenditures (NHE) data. 1) Health consumption expenditures include all NHE, less investment (research, structures, and equipment) and public health outlays by federal and state governments. 2) Includes 55.4 million Medicare enrollees, 71.2 million Medicaid enrollees and 6.5 million children covered by CHIP, per CMS data, less 10 million lives covered by both Medicare and Medicaid in 2016, per the American Community Survey. 3) Includes 173.1 million lives covered by employer-sponsored insurance in 2016, plus 17.5 million covered by a plan purchased directly, of which the majority bought plans on a federal Affordable Care Act (ACA) exchange. To avoid double counting, this figure excludes 7.3 million individual Medigap plans.\textsuperscript{18}
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From another perspective, more than 90 million Americans carry coverage under a risk-adjusted, quality-rated plan funded by either Medicare Part C or a state-run managed Medicaid program. The economic incentives and administrative requirements in these coverage segments are distinct from the traditional fee-for-service model, and there is evidence that this structure can shape the choice of facilities and use of preventative services.

There is significant evidence that the dynamics of these sub-segments differ significantly. Figure 3 (next page) highlights variations in the relative growth of these sub-segments. Kenneth Thorpe has observed that the underlying drivers of spending growth differ sharply by the source of health insurance.

---

enrollment and disease prevalence the major factors for Medicare and Medicaid, while the cost of individual cases is the primary culprit in the privately insured population. Detailed analysis of private claims confirms this latter point, finding relatively flat utilization of most health services from 2012 to 2016, with price hikes explaining most of the overall cost increase.

**Figure 3: Heat Map: 2011–2016 Growth in Health Consumption Expenditures**
*(Figures include all health consumption expenditures except public health activities)*

Source: National Health Expenditures, Centers for Medicare & Medicaid Services

Given these market segments and likely impact on spending and waste, this chapter examines waste and spending together in market-specific contexts to generate new insights to inform state and national policymakers. We explore a few major themes of this market-specific approach to analyzing waste, including incentive structures, administrative complexity, and differences between private and public payers. We draw some preliminary conclusions about how waste may vary across these markets and highlight policy options to curb wasteful spending.

---

What We Know About the Prevalence of Waste Across Markets

Despite much attention to the overall scale of waste, the allocation of that burden is not well-understood. Given the scale of the care delivery ecosystem, and limited availability of comparable claims and clinical data, the extant literature tends to provide highly aggregated system-level estimates or a narrow look at a specific clinical service or care setting (e.g., health care-associated infections in the hospital setting). Despite those limitations, we can draw three key insights into variations in waste and who bears the brunt of that unnecessary spending:

1. Private insurers—and ultimately employers and individuals who pay premiums—account for a disproportionate share of the waste attributable to administrative complexity and billing bureaucracy.

In 2012, Berwick and Hackbarth’s meta-analysis estimated the relative incidence of waste within Medicare and Medicaid, and across the health system as a whole. (See Figure 3 on the previous page.) If we compare their reported figures to overall health consumption expenditures (HCEs) by certain payer types, the Berwick and Hackbarth assessment found waste on the order of 31% of HCEs within Medicare and Medicaid, but 41% across the rest of the system, which is predominantly funded through private insurers. Waste rooted in administrative complexity—estimated at 14% of private payer outlays—accounts for the bulk of the difference.

Berwick and Hackbarth’s conclusion is supported by other research. Using cross-country data, Himmelsten et al. find that administrative overhead consumes 25% of outlays on U.S. hospitals, which is far higher than in countries that do not rely on multiple private payers, with the difference due to “the complexity of the reimbursement system.” While the existence of many private payers imposes an administrative burden on provider organizations, private payers also account for a disproportionate share of the administrative overhead that occurs within coverage organizations. According to National Health Expenditure data, private insurers absorb

administrative overhead (and profits) equivalent to $600 to $700 annually per member, as compared with about $200 for Medicare’s traditional fee-for-service model, whose nationally consistent coverage and large scale approximate the performance of the less fragmented payer models in many other developed countries.\textsuperscript{31} Indeed, private insurance companies account for \textasciitilde83\% of the total net cost of health insurance in the U.S.\textsuperscript{32}

2. Patients and private insurers may be particularly exposed to the cost of unnecessary or low-value outpatient services, such as diagnostic imaging for uncomplicated headaches.

Macro waste estimates shed less light on the relative burden of waste arising from clinical practice, but increasing availability of claims data does permit some emerging conclusions. For example, Minnesota’s all-payer claims database (APCD) suggests that patients paid about 17\% of the cost for many low-value procedures out of pocket, as compared with the 12\% of overall costs paid out-of-pocket in the state. These charges covered such services as prostate-specific antigen (PSA) screening in men over the age of 75, diagnostic imaging for uncomplicated headaches or low back pain, and unnecessary preoperative testing. Commercial insurers were also disproportionately affected, absorbing more than half of these unnecessary costs, well ahead of their 38\% share of overall health expenses. Separate research has established that Medicare and (particularly) Medicaid pay lower rates for many clinical services than private payers and that Medicaid tends to deny or review the largest fraction of claims. Providers may, therefore, be more likely to promote low-value services to the buyers that pay higher prices and impose fewer reimbursement hurdles; this variance may also reflect the efficacy of prior authorization or payment rules under government programs.

3. Given its membership demographics, Medicare is heavily affected by the cost of failures of care coordination, in hospital and skilled nursing facilities (SNFs).

Berwick and Hackbarth judged Medicare and Medicaid programs much more exposed to failures of care coordination—the costs arising from “complications, hospital readmissions, declines in functional status, and increased dependency, especially for the chronically ill.”\textsuperscript{33} Specifically, they found 3\% of Medicare and Medicaid outlays to be wasted through care coordination failures, as compared with less than 0.5\% of spend by other payers. This likely stems from Medicare’s membership, which includes the elderly, disabled and those with end stage renal disease (ESRD) or amyotrophic lateral sclerosis (ALS), all groups that tend to have more complex needs and are more likely to suffer major declines in functional status if that care falls short. Detailed research has indeed found adverse events affecting Medicare patients in hospitals and SNFs to be both disturbingly common and very costly.

A study of hospital care in 2008, for example, found that 27\% of admitted Medicare beneficiaries


experienced an adverse event causing harm, costing Medicare approximately $4.4 billion a year.³⁴ Medicare patients admitted to SNFs (usually after hospital discharge) were even more likely to suffer an adverse event, with 39% experiencing temporary or lasting harm.³⁵ More than half of these events prolonged the SNF stay or necessitated hospitalization, and those resulting hospitalizations account for an additional two percentage points of Medicare’s inpatient care costs. Assuming no change in adverse event frequency, the cost of these clinical breakdowns would have exceeded $15 billion in 2017, given the overall rise in Medicare outlays for hospital care. Some surveys have found a substantially lower overall incidence of adverse events when all patients are included, which would reinforce the conclusion that Medicare likely bears a disproportionate share of the waste caused by failures of care coordination.³⁶

Are We Making Progress in Trimming Waste? It is Complicated

Differential growth across markets suggests that the waste attributable to administrative complexity is likely on the increase, consuming a larger slice of overall health expenditures (see Figure 4 on the next page). Privately-sponsored coverage—where this waste is most prevalent as discussed above—has increased only marginally over the past five years, as a share of total health consumption expenditures. However, the growth of Medicare Advantage³⁷ and Managed Medicaid programs³⁸ have inserted private insurance companies into the reimbursement cycle for a much larger fraction of patients and spending. For example, private insurers now manage 73% of Medicaid beneficiaries, up from 59% in 2013.³⁹ While private insurer participation in Medicare or Medicaid may have other virtues, their role does increase the net cost of administering coverage, though the impact on provider workflows and staffing is more ambiguous.⁴⁰

---

³⁷ www.kff.org/medicare/state-indicator/ma-total-enrollment/.
For waste rooted in unnecessary or low-value care—overtreatment, in Berwick and Hackbarth’s framework\(^\text{41}\)—the growth picture is mixed. Overall, patient out-of-pocket expenses have declined as a share of total health consumption expenditures, from 12.6% in 2011 to 11.4% in 2016 (per NHE data). However, both direct patient charges and private insurance payments have remained a consistent portion of the clinical services category, which encompasses many of these low-value diagnostics and procedures, while this cost category has grown at a 6.8% compound rate over the past five years. To the extent that low-value services are disproportionately charged to patients and commercial insurers, these growth trends suggest that the cost of overtreatment likely remains a relatively consistent portion of overall spending.

Finally, there is reason for guarded optimism on Medicare’s costs from care coordination deficits. While overall hospital costs are growing faster than overall health expenditures, Medicare has

successfully contained its own hospital costs (See Figure 3 on page 4). Further, recent research finds meaningful improvements in patient safety within hospitals, suggesting fewer adverse events and less resulting cost.

Policy Considerations for Leaders at the State Level

Given this backdrop and the inherently local nature of many health care markets, there is substantial scope for regulators and legislators to cut health costs by tackling waste at the state level. The most promising policy options focus on: 1) administrative overhead rooted primarily in the complex private insurance segment; 2) rules and incentives to curb overtreatment; and 3) rate caps and antitrust actions to address pricing failures in opaque, concentrated health care markets. We provide detail on these three aspects in turn below:

1. Administrative Complexity (>-$300 Billion of Waste, Nationally)
   a. Common payment platform

Reimbursement stems from the underlying structure of American care delivery and coverage, where each provider must bill multiple health plans, each with its own coding and authorization rules and payment methods, and the parallel cost to each health plan of interacting with thousands of hospitals and clinics. Just as Stripe has constructed a single platform to allow companies from Lyft to Target to transact seamlessly, a “common healthcare payment system (but not necessarily the same payment rates) could be ... imposed through legislation.”

Such a platform could operate like the regional Medicare Administrative Contractors (MAC) but implement the same coding, authorization and payment rules for a given service, across all participating health plans.

   b. Simpler, site-neutral payments

Government and private payers often pay a different price for the same service depending on the facility type and allow for fine-grained price differences based on the complexity of the service. This introduces additional coding and documentation for physicians and hospitals (e.g., to identify a hospital outpatient department vs. an independent physician practice) and health plans to invest in software and staff to audit claims for fraud and overbilling.

---

43 https://stripe.com/customers.
45 www.cms.gov/Medicare/Medicare-Contracting/Medicare-Administrative-Contractors/What-is-a-MAC.
The federal Centers for Medicare and Medicaid Services (CMS) has already moved to pay the same rates for a given service,\(^{46}\) regardless of facility type, and has proposed collapsing the codes for office visits into two or three categories\(^{47}\) to simplify billing. States could follow suit through their own Medicaid programs and contractors, and mandate similar changes for private insurers.

c. All-payer rate schedule

Maryland has long operated an “all-payer” hospital rate schedule in which local hospitals are paid the same price regardless of whether the patient is insured by Medicare, Medicaid or a private plan. Such a comprehensive program could require federal waivers and significant bureaucratic capacity, but narrower versions for specific service lines—e.g., mandating that the Medicare fee schedule apply to all emergency services—could trim the complexity of multi-payer billing. Moreover, it would narrow the staff and systems costs of duplicative contract negotiations for every provider/payer pair.

2. Overtreatment (~$250 Billion)

a. Accelerate outcomes-based reimbursement, with multi-payer gain-sharing contracts

Many providers and insurers have embraced various forms of outcomes-based reimbursement, or value-based care, including bundled payments for surgical procedures, quality bonuses and capitation, and shared savings for primary care groups. Several of these models—particularly physician-led accountable care organizations (ACOs)\(^ {48}\) and bundled payments\(^ {49}\)—have cut costs with no loss of quality. And, because they dampen incentives for unnecessary testing and treatment, broader adoption of these reimbursement models should reduce overtreatment.

b. Mandate compliance with clinical guidelines

States can use licensing authority, Medicaid reimbursement and the federal Affordable Care Act (ACA) exchanges to eliminate procedures deemed “unscientific,” “redundant” or “excessive,”


using priorities established by authoritative national groups.\textsuperscript{50} For example, Covered California—
the state’s ACA exchange—has moved to exclude hospitals that perform unnecessary cesarean sections (C-sections) or overuse opioids\textsuperscript{51} or diagnostic imaging from the networks of all health plans on the exchange. Medicaid programs can exert similar pressure, while quality measures might become part of licensing rules.

c. Shift financial liability for unnecessary care to providers

In a similar vein, states could explicitly protect patients from financial liability for treatment or tests that are unnecessary under established guidelines. Today, health plans may deny payment for such care, but hospitals, physicians and diagnostic firms can still bill patients, creating a financial incentive for provider organizations to overtreat. Such a rule would not prevent patients from choosing to purchase services deemed unnecessary by a health plan but would create a stronger incentive for professionals with clinical expertise to choose wisely.\textsuperscript{52}

d. Incentivize analytics-driven care

Clinicians are often forced to make decisions in situations for which no standard or care or evidenced-based best practice has been established. A variety of approaches have been proposed for standardizing clinical care, and as a result reducing unnecessary care, based on an analysis of historical data. These include using historical patient data to set care-targets,\textsuperscript{53} to suggest medication choices\textsuperscript{54} and to generate an informatics consult.\textsuperscript{55} In order to expand the scope and impact of such projects, states could provide legislative incentives and funding.

3. Pricing Failures ($150 Billion)

a. Establish rate caps or mandatory arbitration for out-of-network charges

For service lines where it is unrealistic for patients to ensure they receive care only from in-network providers (e.g., emergency care, anesthesiology, neonatology, pathology, etc.), or in local


\textsuperscript{51} \url{www.npr.org/sections/health-shots/2018/05/23/611975420/californias-message-to-hospitals-shape-up-or-lose-in-network-status}.

\textsuperscript{52} \url{www.choosingwisely.org/}.


\textsuperscript{55} \url{https://shahlab.stanford.edu/greenbutton}.
markets with limited competition, physician groups (and some hospitals) have used the option of remaining out of network to negotiate higher rates from insurers or to balance bill patients at rates that are many times higher than what Medicare would pay for the same service. This can be financially devastating for patients, and—perhaps more perniciously—has been shown to cause price inflation for in-network rates in these specialties, raising overall health costs and, ultimately, insurance premiums. Two established models warrant consideration in states looking to protect consumers and temper overall health cost inflation:

i. Medicare advantage-style rate caps on out-of-network care for privately insured patients

When a patient on a private Medicare Advantage (MA) plan visits an out-of-network facility, that provider may not bill more than the Medicare fee schedule. This shifts bargaining power, such that privately negotiated hospital and physician rates under MA plans hew closely to Medicare prices. In contrast, hospital prices for patients with employer-sponsored or individual insurance average almost 90% higher than Medicare prices. Some states have already moved to protect consumers from surprise billing for some out-of-network services, but these rules generally only cover certain services (e.g., emergency care) and may insulate the consumer but not constrain the overall charge. A simpler, clearer approach would borrow the rules in place for the dynamic, competitive MA market, and cap all out-of-network hospital and physician charges at a fixed percentage of the Medicare fee schedule (e.g., 150%), while permitting unfettered bargaining below that ceiling and for outcomes-based reimbursement contracts.

---

ii. Establish mandatory “baseball-style” arbitration for out-of-network charges

In 2015, New York state created mandatory arbitration to deal with out-of-network charges, and the approach has shown promising early results. New York’s state law bars any balance billing to the patient and uses baseball-style arbitration to mediate between the insurer and provider. In short, because an independent third party chooses one of the two proposals, both parties have an incentive to present reasonable offers. Disclosure of arbitration results can then inform contract negotiations among other providers and insurers, lessening the frequency of disputes over time.

b. Incentivize cost and price transparency

Short of regulatory intervention into price-setting or payer-provider bargaining, purchasers and patients could benefit from greater access from transparent pricing, at least for the minority of health care services that are potentially shoppable. CMS rules now require hospitals to publish machine-readable “chargemaster” data, which may help researchers, akin to disclosure requirements which California implemented in 2006. Prices listed on the chargemaster are not directly relevant to most patients, given the role of insurance contracts and complexity of the data, but expanded disclosure of this type could be useful for researchers and some purchasers (e.g., employers or health plans).

a. Antitrust actions, including:

i. Interventions to block hospital mergers and physician practice acquisitions

Research has established that mergers of hospitals within five miles of each other tended to boost prices by 6% and that hospital acquisitions of physician practices result in higher prices and a greater likelihood that primary care physicians will refer

---

patients to that (higher cost) hospital. State attorneys general can move to block such mergers, as Washington state has done in a case involving CHI Franciscan, a large hospital chain, and two local physician groups.

ii. Prohibition of anti-competitive terms in provider/insurer contracts

Providers and payers with local market power often impose contractual clauses with anti-competitive effects, such as anti-tiering or anti-steering provisions and most favored nation (MFN) clauses, which tend to raise the price of care. Michigan and Massachusetts have both passed legislation to bar MFN clauses, and California has sued Sutter Health, a chain of 24 hospitals, for anti-competitive behavior, including gag clauses and anti-steering provisions. Active antitrust efforts at the state level could temper the pricing failures, which result in approximately $90 billion of avoidable health costs for private insurers alone.

---

Big Data Analytics and Health Care – Using Data Science to Reduce Health Care Costs

By John Frenzel, MD, Director, Division of The Learning Health System, The University of Texas, Anderson Cancer Center

Introduction

Over the past four decades, since the widespread availability of commercially available computing power, the impact of digital technologies on the U.S. economy has been profound. The use of just-in-time inventory practices has improved manufacturing margins. Service industries have been revolutionized with the use of rapid communication enabled by email and the web.

However, health care remains fairly removed from these technological developments. While innovations in administrative and back office functions have been embraced, in the front lines of medicine, at the bedside or in the clinic, paper-based workflows and telephone communications are still present. While this has begun to change with the increasing adoption of electronic health records (EHRs), one of the key expected benefits of this technology has been remarkably absent—i.e., the analytic insight gained from the data to improve delivery of care and outcomes.

The broad economy has seen improvements coming from the competitive advantage derived from the use of data to drive operational effectiveness from analytics. Companies such as Walmart\(^71\) and Federal Express,\(^72\) as well as casinos like Harrah’s,\(^73\) consider analytics as a critical enabling component of their continued survival and success.

These companies can deliver a better customer experience at lower cost by harvesting the data collected within the business environment combined with external data sets to give consumers what they want at a price they are willing to pay. They create a competitive advantage and barriers to entry that grow market share and build a sustainable platform.

Health care has not taken this path. While awash in data, its use to improve the patient experience is relatively limited. While changing, medicine still lags behind other service industries in the


innovation space.74 Here we provide an overview of some of the potential opportunities for the better use of big data analytics in health care today, following from a historical understanding of how the industry came to this point from a technological perspective.

Economic forces are rapidly reshaping medicine, reducing the role of individual practices and creating large groups of providers. With this change comes the ability for organizations to engage in health care at a broader level and bring the vast amounts of data generated daily in the care of patients to help influence behavior and identify interventions earlier in the disease process. Using insights from relevant populations and affecting the appropriate individuals coupled with aligned financial goals, the health system can work to avoid expense rather than contain it.

Health Care IT Brief Historic Context

Information technology (IT) in health care has been organically integrated into various common functions found in hospital operations. Clinical computing first began as service-specific applications centered on laboratory medicine, pharmacy, and accounting or billing functions. These were relatively structured, transactional environments with minimal process variability and little exposure to clinical workflows.

Essentially closer to the back office, these were reasonably easy applications to install with easily recognized financial and clinical benefits. Running on a mainframe or the departmental minicomputer, the technology could be centrally managed. Updates, code fixes and feature enhancements were minimal as expectations of functionality were constrained.

Over time, these systems grew in sophistication and represented mature infrastructure supporting service lines. Computing technology continued to decline in cost and improve in capacity. With increasingly powerful and less expensive compute and storage, the user interface moved from green screen terminals to distributed personal computers. A powerful network enabled compute in the nurse’s station or in the clinic enabled point and click functionality and rich graphical user interfaces (GUIs).

The 1990s was an inflection point in the health care IT application space. Inexpensive personal computers combined with growing network connectivity fostered an explosion of vendor offerings. Established companies were challenged by startups. New smaller companies were able to create a sustainable footprint or were absorbed or pushed out of the marketplace.75

---


Many vendors attempted to use their strength in a vertical to branch into adjacent spaces. Lab vendors added pathology, and pharmacy vendors added supply chain management. The Cerner Corp., a leading EHR vendor, started as an inpatient laboratory system. Over time, it acquired other companies and built out a complete suite of products stitched together using custom code and interfaces. The larger names began to create portfolios of offerings that attempted to span the needs of an entire hospital. Unintegrated applications continued to be isolated and were forced to serve smaller and smaller markets.

These vendors had acquired or built the breadth of infrastructure necessary to create a best of breed electronic architecture across the various siloed offerings. For health care providers and hospitals, creation of an electronic platform within an institution was difficult. No single vendor had really achieved a scope of applications to serve the entire workflow.

Institutions that looked to benefit from electronic systems had to select and combine vendor offerings resulting in a “best of breed” strategy. This required time, expertise, work and capital. Hospitals were forced to become their own IT application integration shop. This was a difficult role for chief information officers (CIOs) of the day. It was a risky endeavor often involving costly missteps.

In 2002, the Healthcare Information Management Systems Society (HIMSS) created and published a hierarchical maturity model that began to lay out a roadmap of critical functionality to support a fully electronic integrated workflow. This model has become a standard for the industry and presaged the stunning consolidation that has occurred in the EHR space across health care in the U.S.

Over the past decade, the best of breed model has been largely supplanted with integrated software suites incorporating core clinical systems (physician and nursing documentation, scheduling and billing, radiology, lab, and ancillary services). Out of this transformation, a handful of large vendors have emerged to dominate the industry. They provide a platform that can deliver an integrated experience with data flowing between functionalities and a consistent user interface. From a health care executive’s perspective, it represented a simplified business model with less IT risk and a commitment of development that would ensure compliance with government mandates and industry best practices.

---

76 [www.himssanalytics.org/emram](http://www.himssanalytics.org/emram).
While the maturity of application offerings enabled the health care delivery industry to move onto monolithic EHR platforms, continued improvement in the cost and performance of compute and storage enabled increased digitization of health information. Widespread adoption of digital radiology Picture Archiving and Communication System (PACS), as well as document imaging and archiving, brought enormous quantities of data into the digital environment. Moreover, it eliminated the manual handling of these artifacts with concomitant cost efficiencies, somewhat an echo of the original lab systems of decades before.

However, the complete benefit of this digitization has not been fully realized because the information these records contain are simply the digital representation of the physical media. In other words, benefits are derived only from reduction in physical storage, retrieval and handling. The full integration of the data into the EHR either from scanned documents or diagnostic insights from radiograph-based machine learning is the next step in harnessing advanced compute to reduce costs in medicine. A similar effort is currently underway in pathology, with digitization of slide images helping to facilitate faster workflow and slide review.
Moving to Data Integration for Big Data Analytics

I. Transactional System Consolidation and Impact on Data Aggregation and Reporting

Best of breed EHRs consisted of siloed applications each providing a single aspect of the information in a patient’s medical record—a laboratory system, a scheduling system, a scanned documents system each working independent of the other. With these separate systems, some linkage had to be created to keep the enterprise in sync regarding critical information such as patient demographics, registration status and claims information. Behind the scenes interfaces carrying this data were created so that medical record number (MRN), date of birth (DOB) and gender were common across an enterprise. This reduced duplication of work caused by repeated data entry. But the silo effect due to essentially standalone systems was only masked and not eliminated. This became most evident when organizations attempted to use collected data in analytics. Most of these transactional applications supported just their own data reporting environment. Since the application was focused on a clinical service offering such as laboratory, the vendor integrated a warehouse or data mart to satisfy operational queries.

Over time these were enhanced with more comprehensive data collection, visualizations and reporting capabilities. The purpose of these archives was to enable data delivery to the department focused on their specific business needs. The gap occurred when the enterprise attempted to join data from separate departmental systems to gain a better understand a question spanning these silos.

Questions such as “How many patients on a diuretic for hypertension have a potassium below 3.3?” became nightmarishly difficult. To answer this question would require data from the lab system, pharmacy system and the patient’s problem list of the ambulatory record. Although these data points are all clearly present in the source systems, to actually do this would require determining the MRN of the intersecting set of patients, finding and extracting those rows of information, and then joining them together in a new data structure to support the analysis. None of that work was within the capability of an end user and required substantial IT support. The work required to answer this query did not generalize to other queries and so did not support any type of scaling. Each question was a one-off, and analytics such as this represented an ongoing expense.

Data warehousing is a data management discipline that focuses on the integration of data to enable scalable analytics and sustainable analytic data delivery. The foundation of a warehouse is the data model. It incorporates the dimensions of data to be ingested such as DOB or gender
and their relations to and with one another. The data model constrains the data and the questions that can be asked of the data through the relationships between the various dimensions. Leading organizations designed or bought data models to form external reporting environments or warehouses. This attacked the root of the problem posed by the siloed nature of the transactional environments but at great cost and effort. Health care organizations were forced to become data integration organizations in the 2000s just as they had been forced to be application integrators in the previous decade.

Accelerated by the federal Affordable Care Act (ACA) and meaningful use, cross discipline reporting on patient encounters to support regulatory requirements has driven substantial maturity into the top tier of EHR offerings. For current best in class vendors, enterprise installations are packaged with data warehouses to conform data elements and the ability to explore that data using built-in visualization tools or third-party applications from Microsoft, SAP or Tableau. With the consolidation of separate systems into a monolithic offering, vendors began to aggregate and build a consolidated view of the data.

The EHR vendor commonly included an extensive data dictionary/library of common terminologies such as: Logical Observation Identifiers Names and Codes (LOINC), which is very focused on laboratory results); and Systematized Nomenclature of Medicine (SnoMed) and International Classification of Diseases, Tenth Revision (ICD-10, used for public health, claims analytics and billing) to which its data elements were mapped. During the design and installation process, these building blocks are used within the chart and workflow to capture and catalog data entered. In special situations, the organization could create custom data elements in order to capture workflow-specific information. These data are linked to and integrated with the reporting environment. With the integration of activities across the continuum of care within an enterprise, the span and depth of data available is remarkable. Continuous data collection from vital signs in the intensive care unit (ICU) to drug dispenses in the pharmacy, hospitals and clinics are awash in information. In comparison to the best of breed model, data is seamlessly available across the enterprise and commonly without the intervention of IT for simple reporting. This continues to be an evolutionary process, but one that is putting near real-time information deep into the health care organization near to and at the front line of patient care.

II. Current State of Clinical Data Warehousing

As competitive pressures increase and reimbursement rates decline, information systems are looked to for competitive advantage in advanced analytics. Health care continues to lag in the penetration of IT to drive efficiency gains as seen elsewhere across the economy. To realize these benefits, a self-reinforcing circle must be established linking individual provider performance at the patient bedside, effective team care for the delivery of services, integration of the downstream impacts of upstream choices and analytics to tease out where improvements can be
made. Clearly, most of this circle is not driven by IT. Effective use of personnel, business cost drivers and organizational structure are well within the realm of classical management expertise. It is data analytics, however, that can complete the circle.

Without continuous, sustainable data delivery, management and practice interventions become episodic at best and sporadic at worst. Fifty-five cents out of every dollar spent on health care goes to support labor costs.\(^77\) Control of all aspects of health care costs is important. However, controlling labor costs requires either improved efficiency or reduced total wages. The major EHR vendors have created data warehouses to support pre-written analytics, as well as ad hoc queries. The market leaders by installed base\(^78\) in medium to large hospitals and ambulatory care practices—Cerner, Epic and Allscripts—support integrated data warehousing environments. While each vendor is substantially different from the other in data modeling or system architecture, they all share a common purpose to support more effective delivery of health care services.

Given the discussion above, one would assume the market for stand-alone data warehouses in health care is a diminishing market niche. Stand-alone warehouses became the clear answer for data integration during the best of breed era. They enabled organizations to bring data together and in doing so delivered insights that provided competitive advantage. They continue to have a place in health care. For larger organizations with more than one instance or type of EHR, they can be used to integrate these data sets. Stitching together a single enterprise view across separate clinical operations reprises their role during the best of breed era writ larger. Several vendors have begun to dominate this space. Commercial models from IBM, Oracle and Teradata are commonly seen. But installation and operation of a clinical data repository is technically complex requiring advanced skill sets for data modelling, data integration and analytic visualization. For innovative organizations, these skills are present, and the maturity of the organization engenders a lower risk.

These generalized clinical models contain the structures and relationships to support robust reporting and promote expansion where subject areas are not fully covered. For less technically adept organizations, a few vendor offerings have come to market to provide substantial analytic capabilities in a rapid time frame. Health Catalyst is the archetype of this model. Using a proprietary data model, information is mapped using specialized data extraction applications called Extract, Transform and Load (ETL) to transform data to conform to the base platform. From this, data marts enable the creation and display of prebuilt analytics focused on common queries


\(^{78}\) Installed base is the vendor’s penetration into a target environment as a percentage of the overall size of that market.
and metrics. The benefit to this data application is rapid delivery of proven analytics. It is a low-risk project from an analytic standpoint as dashboards already exist and need not be subject to extensive development. The downside is twofold. First, the model and data marts only deliver what the product is designed to deliver. Any additional demands are subject to extra cost and possible only if the development roadmap would allow. Secondly, an enterprise is essentially outsourcing its analytic strategy to at third party.

III. Rise of Big Data and the Use of Non-Relational Datasets

With the advent of large concurrent distributed internet applications such as Facebook, eBay or Amazon, the necessity for responsive, large-scaling, fault-tolerant architectures became a widespread critical need. One of the recognized challenges was that of database design. Traditional databases can be thought of as tables organized by rows and columns linked to other tables through unique keys to form the data model or schema. The ability to write data into a row or read a data element from a table in this type structure was constrained due to concurrency.

Multiple clients attempting to read or write data to the same table as others were attempting to do the same resulted in corruption. To address this, table, row, column or cell locking was developed. The solution to one problem often causes others and in addressing this problem, scaling became a difficult issue. Many approaches including hardware, software and architectural were brought to bear. With increasingly sophisticated solutions, the relational databases continued to hold their ground, but the environment surrounding these applications was evolving rapidly. The data storage needs exploded with the ubiquitous access to cell phones, cameras and video.

The internet led this trend incorporating a wide variety of data. Rather than well-structured data elements, these applications were consuming text, video, image and sound. This was known as poorly or alternately structured data. Additionally, many of these applications did not need the determinism provided by relational architectures. In other words, they relaxed the constraints around read or write accuracy for greater speed and scalability. This was done by distributing the database across multiple processors and using algorithms to harmonize the resulting data as time allowed.

From this body of work came the development of No Structured Query Language (SQL) databases. Named for the fact that they did not use the SQL query language, this is used as a catchall term generally for nonrelational database offerings. SQL is the underlying language driving how data is written and returned from relational structures. First created in the 1970s, it is a mature and robust language. The NoSQL architectures step away from this construct and enable new approaches to data warehousing. Over the past decade, this field has rapidly matured. Mostly through the open source community, different vendors, including Facebook and Google, have
contributed large blocks of code that are the core of many foundational NoSQL projects. Numerous NoSQL offerings exist from vendors both commercial and open source. The explosion of work in this area is directly tied to and fueled by the rapid ascendency of industrial scale big data.

The definition of big data is broad. It includes not just the size of the datasets (volume) but several other characteristics referred to as the four V’s. These are volume, velocity, variety and veracity.

Volume is well understood, and these structures harness the inherent parallel processing of a database distributed across many nodes to create a highly scalable, fault-tolerant platform.

Variety was touched on above, with the hallmark being an ability to ingest data that has not been specifically created for reporting or analytic uses. Organizations ingest Twitter feeds that contain key words related to their business and using machine learning-based classifiers to derive sentiment analysis on marketing and branding initiatives. Clearly, data of this type is highly variable and heterogeneous.

Velocity is seen in the torrent of real-time, streaming data that is now available. As the use of internet technology has grown, more information is gathered from various smart devices. The internet of things (IoT) comprised of sensors, mobile endpoints and personal devices like the Fitbit constantly sends data on local conditions. Streaming data has unique challenges from a database load perspective. The NoSQL architecture can easily absorb this type of data source.

Finally, there is Veracity. As described above, this data is not like what is found in bank statements or lab values. Those are discrete and well-defined. IoT data—for example, streaming energy consumption from an electrical meter—may be subject to disconnects, data loss or even data corruption. In the big data space, veracity is expected to be questionable to some extent and understanding this, incorporated into subsequent analytics appropriately.

The power of NoSQL is evidenced in the flexibility it brings to problems of joining dissimilar data. As mentioned in the application of relational data platforms, joining data across environments required substantial preparation and data cleanup. In the NoSQL world, this overhead is much less. Data is aggregated on a case-by-case basis using small analytic programs commonly written in Java or Python. The NoSQL environment combines data storage and data preparation/processing into the same platform. Using the computational abilities of the underlying hardware to perform both the data management and the data manipulation (be it integration, transformation or other process) over a resource of many tens to hundreds of thousands of processors results in a deep scalable architecture capable of performing computationally complex manipulations of data. This new approach to how data can be used opened the door to scalable machine learning.
Actual and Potential Utilization of Big Data Analytics in Healthcare Today

I. Current Uses of Machine Learning

Machine learning, deep learning and Aartificial intelligence (AI) have become front page headlines. Machine learning at its core is the use of models, statistics and algorithms to produce reliable, repeatable decisions and results from historic relationships and trends in the data. Commonly the product of these efforts is an application that can be used to support a predictive analytic.

Deep learning is a machine learning method based on learning data representations rather than task-specific algorithms. Technologies supporting this sort of machine learning effort tend to be neural network-based and produce applications that are found in everyday life such as speech recognition, natural language processing and image processing. AI is more generic and encompasses machine learning and deep learning, as well as more esoteric pursuits such as knowledge representation, reasoning and perception. For this work, all these terms will be used interchangeably.

The impact of machine learning and deep learning are manifest today across society. In medicine, the most visible and common interaction providers have with this type of technology is machine learning driven speech to text. Companies such as Nuance Communications and M*Modal have created the infrastructure to ingest dictation at the point of care, perform voice to text translation and display the spoken word within the EHR in real time. Physicians and other health care providers had relied for decades on human transcriptionists to transcribe recorded speech. The ability for health care organizations to deploy this technology without enormous training costs and end user adoption problems has only occurred recently. This technology enables physicians to continue to work as they are accustomed while deriving benefit of rapid turnaround and low training cost.

But voice to text only affects the user interface. The greater utility of the dictation exists when the concepts imbedded in the text can be codified and shared as independent discrete concepts. Talking about an episode of sepsis is useful to others only after the document is opened and read. Being able to extract the concept of sepsis using machine learning enables this discrete information to become actionable in many places without the need to search for, find, read and understand the base document. Automated concept extraction is a form of machine learning known as natural language processing (NLP).

NLP uses deep learning techniques to extract data and concepts from the written or spoken language. The utility of this capability is manifest within health care. While widespread EHR
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implementation has reduced the number of paper forms and other documents within the care ecosystem, there exists a legacy of scanned as well as physical documents that are poorly indexed and essentially inaccessible.

In our mobile society, records such as these are transferred from provider to provider commonly as physical documents that become invisible within the scanned/outside documents tab of the destination EHR. Using NLP, these documents could be mined for concepts and organized for search. The impact of this on clinical care is substantial. The most expensive disease categories, chronic conditions, represent an overwhelming percentage of cost. The ability to understand the longitudinal course of a disease and therapies that have succeeded as well as failed would have an outsized impact.

NLP is an area of intense innovation and research. The machine-based understanding of language and its meaning is extraordinarily complex. In medicine, accuracy and reliability are critically important. Current technology continues to evolve and within constrained universes, accuracy is relatively good. The commercial product Nuance One is a relevant specific example. The Nuance One offering contains a component called Dragon Medical Advisor. Nuance One is a speech to text application with the capability for real-time medical concept extraction. Using the extracted concepts, Dragon Medical Advisor begins to create a profile of the patient.

A knowledge engine built specifically for diagnosis and billing criteria then evaluates the concepts presented with facts from the specific text and the applicable coding criteria. It notifies the physician on the HER screen of areas where additional language or finding specificity is needed. Within the context of billing codes and documentation completeness, the system is extremely accurate, unobtrusive and easy to use. It is essentially a just in time learning system around coding and documentation. The promise of machine learning to help find, correlate and display relevant information within the patient–physician interaction is appealing.

II. Neural Networks and Deep Learning

As opposed to machine learning, neural networks driving deep learning offer a technological approach for complex analysis of artifacts including images. Neural networks use layers of interconnected nodes that can analyze small sections of an image all working in parallel. These networks are trained with large sets of data containing the intended target. To create the final application, the neural network must undergo training. Training occurs where multiple samples such as images containing the desired feature (true positive) are ingested by the network.\(^8\) This process causes the nodes to adjust their connections and create feedback loops. When presented

with multiple images of chest x-rays known positive for tuberculosis (TB), the network begins to distinguish those features that are indicative for TB, similar to the method of training for residents in radiology.

The training process causes the features to be recognized implicitly within the network rather than explicitly programmed by a developer. In the example for TB, the application had a sensitivity (accurate identification of true positives) of 97% and a specificity (accurate identification of true negatives) of 100%. The impact of this technology on health care costs is evident. A deep learning application for automated image analysis has the potential to exceed the accuracy and reliability of human radiologists. Automated image analysis has several compelling economic and quality advantages. Given the low impact of imaging procedures to the patient, it is frequently used. For patients with chronic disease states, they accumulate numerous studies over time. While radiologists use previous images to compare and discern disease progression or discover new findings, there exists a functional limitation as to how far back and how many different modalities can be examined.

With a deep learning-based approach, this is only constrained by the available computing resources. Deep learning has the advantage of ingesting all the images within the PACS that are relevant to the analysis. Secondly, improvements to the application can occur continuously. Radiologists accumulate knowledge and insight over time. The resources for training and enabling a provider to become proficient are substantial. This creates a scaling problem leading to multiple tiers of access to this resource gated by location, practice environment and compensation. This results in variability of cost, quality and availability.

Finally, deep learning can feed forward information into the ordering cycle. Many organizations use a radiologist to protocol upcoming studies. This requires the radiologist to review the referring physician’s order, review the chart and ensure that the study ordered is going to help answer the clinical question. Missing in this workflow is a comprehensive review of prior images. Coupled with natural language processing, this deep learning augmented activity could reduce inappropriate ordering and radiologist time, as well as improve diagnostic efficiency. This is similarly applicable to pathology, retinal photography and dermatology.

A common conception is that deep learning applications must be associated with a keyboard, screen and racks and racks of equipment behind the scenes. The level of integration available today enables powerful applications to be constructed to fit in the palm of one’s hand. As an example of combining imbedded deep learning models, commercially available image sensor and commodity compute, DermaSensor has created a small handheld package that will image skin lesions (freckles, moles, etc.) and render a score of potential for malignancy. This type of technology could enable earlier detection of skin cancers for more people at a substantially lower cost. Current skin screenings are usually performed by dermatologists at a greater cost. With
devices such as these, lower skilled professionals would be able to deliver comparable results. This directly affects the economics of medicine through its impact on labor costs and potential curability of skin malignancies.\textsuperscript{81}

III. Precision Medicine

Precision medicine is the use of targeted therapeutic interventions tailored to the results of extremely granular diagnostic testing. Due to the heterogeneity of diseases such as cancer, therapies guided by precision medicine would be envisioned to involve multitudes of extremely specific drugs aimed at unique metabolic defects found in the tumor cells. By contrast, current medical therapy is commonly guided via protocols or best practices based on disease diagnosis. Precision medicine relies on genetic testing as a cornerstone.

With the rapid decline in whole genome sequencing costs, currently at around $1,000 and expected to fall to under $100 in the next five years, the availability of this type of information will profoundly influence the practice of medicine. Integrating genomic testing data into clinical practice has already proven difficult. Unlike standard laboratory tests that yield discrete information bounded by a normal range, genetic tests are far more complex. The human genome has 3.2 billion base pairs encoding various enzymes, proteins and control mechanisms within the cell.

At the present, scientists are at the early stages of understanding cellular mechanics and do not have a good grasp of what the bulk of these sequences actually encode. That being said, there are numerous mutations identified associated with diverse conditions that could predispose an individual to ventricular fibrillation and sudden death, or impaired metabolism for Warfarin, an anticoagulant leading to potential bleeding of patients given the normal dose.\textsuperscript{82,83} As the interactions between different cellular components become more complex and the ability for the treating physician to build a mental model becomes more difficult, the burden of the treatment model will necessarily shift more to insights derived from deep learning. For many, this will be a difficult shift. Deep learning is opaque. How the various inputs are brought together and how they are weighted or intertwined is unclear.

\textsuperscript{81} \url{www.dermasensor.com/}
In many respects, the deep learning application acts as a black box with data coming in one side and answers coming out from the other. There are currently no well-defined legal frameworks in medicine to handle the potential impacts of adverse outcomes. There is no way to put the key witness, the deep learning application, on the stand, and the developers who built it would not be able to adequately explain how it really worked following the training and tuning. This area is also clearly difficult from a patient consent and moral/ethical standpoint. All these factors will need to be addressed prior to widespread use of this type of analytic.

It is within the field of cancer that precision medicine is seen to hold the most promise. Cancer is fundamentally a disease of the genome. Environmental factors such as tobacco or radiation interacting with the DNA within the cell can cause breaks or changes in the encoded sequence. This can create unexpected effects in the production of proteins or cell receptors, leading to further changes in the behavior of the cell. A toxic feedback loop occurs and driven by the damaged DNA, the cellular machinery begins to go wild with uncontrolled replication of cells. Current chemotherapeutic approaches used are largely based on the tumor-originating tissue and morphologic findings on visual examination under the microscope. From this and some other testing, the cancer is classified and from that classification, a therapeutic regimen is built. The drugs used tend to have widespread effects both on the cancer as well as normal tissue, causing toxic side effects and secondary disease.

While this approach has shown success, it has enormous impact on the patient, with many therapies having no sustained impact. With the finer understanding of the genomic causes of cancer, less toxic, more finely targeted therapies have begun to emerge. Epithelial growth factor receptor (EGFR) mutation is commonly seen as the genetic defect in non-small cell lung cancer (NSCLC). A few drugs have been used successfully to block this receptor and stop the spread of disease. It is not uncommon for a subsequent mutation to occur called T790M that renders these drugs ineffective. A specific drug has been found that blocks the T790M receptor and again causes the spread to stop. These are very expensive drugs, and administering them to patients without EGFR or T790M mutations is a waste. This specific genomic-driven type of therapy is the basis of precision medicine.

Medicine has worked for decades to reduce variability in how providers treat common diseases. The idea of first line and second line drugs for hypertension, along with the supporting treatment algorithms, is at the heart of this approach. However, the results have been mixed. Studies focused on physician guideline adoption for simple disease states such as hypertension show that even after demonstrating knowledge and familiarity with the specific guideline, physicians will

still only follow the guideline recommendation 50% to 60% of the time.\textsuperscript{85} How will physicians implement complex individualized tailored therapies when they are unable to widely adopt simple treatment guidelines? Clearly, this is a multifactorial issue. However, the inability to master these issues when addressing reasonably straightforward standard decision trees bodes poorly as the entire paradigm changes to highly variable personalized treatment plans driven by complex genetic findings.

\textbf{IV. Shift to Population Health}

Population health is defined as “the health outcomes of a group of individuals, including the distribution of such outcomes within the group.”\textsuperscript{86} Well understood within the medical literature is the fact that much of the morbidity seen in clinics and hospitals daily is a result of poor choices, habits or circumstance. The impact of these choices on our nation has been profound, contributing to the relentless compounding of health care cost currently toping 17% of gross domestic product (GDP).

Earlier treatment intervention, behavior changes or healthier lifestyles are all far less expensive than the use of cutting-edge treatments and therapies for conditions that, if addressed sooner, would have cost a fraction. Understanding this association is reasonably straightforward, but addressing it is extraordinarily difficult. The solution at its core requires behavior change. Many studies have examined behavior change and its impact on the progression of diseases. Studies in the medical literature assessing the sustainability of cardiac rehabilitation programs, for example, point to these issues.

Patients having suffered a serious heart attack are commonly directed to a program of diet, exercise, weight loss, smoking cessation and coexisting disease (hypertension, diabetes and cholesterol/lipid) control. Changing these habits and addressing these conditions is associated with better outcomes in the form of a longer and more functional life. Many studies have looked at the long-term efficacy of behavior change with interesting results. For some, the shock and stress of the heart attack and its implications on future life expectancy drives profound change. But for a sizable fraction of those enrolled in these programs, they quickly go back to their previous lifestyle; they stop exercising, stop taking their medications and gain weight. In other words, given the choice between behavior change and premature death, they overwhelmingly pick death.\textsuperscript{87}


\textsuperscript{87} Effective secondary prevention through cardiac rehabilitation after coronary revascularization and predictors of poor adherence to lifestyle modification and medication. Results of the ICAROS Survey.
Previously discussed is the revolution in IT within the practice of medicine across the U.S. Adoption of EHRs is wide and deep. Paper-based processes are moving into the electronic realm and data artifacts from episodes of care widely captured. Our understanding of how health care is delivered with the health system is better than it has ever been. But the greatest determinates of health continue to reside outside that data. While we understand much better how to care for the afflicted, we recognize that the biggest impact may exist in the care of the well. The perspective of population health is also somewhat antagonistic to that of current fee-for-service model. Fee-for-service historically originates from that of an unintegrated industry where individual providers deliver services to individual patients. Lost is the context of the population where efficacy and outcome are measured in aggregate health improvement regardless of the mechanism or deliverer.

The practice of medicine has undergone a substantial change in economic organization and the relationships between and within providers. “The Physicians Foundation, which conducts surveys of America’s doctors, found that 62% of physicians were independent in 2008. By 2014, that number had dropped to 35%—a precipitous decline in such a short time frame.”88 A 2012 survey by the Doctor Patient Medical Association found that 95% of physicians see corporate medicine supplanting the traditional private practice.”89 Medicine is beginning to be economically organized into larger groups. Using data to drive understanding of nonmedical factors such as social determinates of health, socioeconomic and ethnic influences is only possible when the scope of health care practices expands.

The use of statistics and large public datasets to understand populations has a long history in the realm of public health. This field has helped to shape our current health care delivery system, its focus and path. The data used in public health is different in two fundamental ways from that in population health. First, it is usually de-identified. Given the inherent risks of identifiable data for privacy and security, de-identified data sets are the bulk of how public health analytics are based. Second, the data is non-real time. Given the slow changing nature of large populations, aggregated data over years past is useful. Population health is focused on using insights derived from the population applied to the individual. Identified data is commonly part of a population health platform. With the close association of EHR data and the ability to interject useful findings into the care of a patient, the use of real-time or near real-time data is important.

Understanding the patient’s daily environment is a critical factor in his or her well-being. Publicly

available datasets commonly derived from census data and other governmental sources begin to fill in some of the environmental aspects. Socioeconomic status, education level, crime rates, income and poverty measures are available. What separates population health from the more traditional public health analysis is the intersection of traditional EHR-derived heath information and publicly available datasets. Bringing these two environments together enables care providers and payers to focus on secondary factors. Patients using emergency medical services (EMS) for transport to the clinic appointment could be given access to an Uber account to provide transportation. Creating nutrition education in community centers for those with high prevalence of obesity would be a specific program.

The second is the use of comprehensive data across health records, institutions, encounters and providers to create a unified picture of the individual’s health environment. Sharing data between providers and institutions begins to fill in the gaps and identify needs. Topically in the U.S., the opioid crisis is front page news. Sharing data of opioid prescriptions, providers, patients and dispensers can help target those who are abusing or enabling. Data taken organization by organization can hide patients that hopscotch across the quilt work of providers. Identifying and targeting these types of activities is extremely difficult in current systems enabling problems to expand into crises before action is taken.

Clearly, some of the population health work is focused programs outside the traditional role of health care providers attempting to influence individuals. Using health-related data to reduce risk factors more broadly has traditionally fallen outside the role of payers and providers. There is no entity that currently fills this important part of the ecosystem. Local governments through their public health department, schools, and the local school board or county resources have some effect on this area. Nationally, there are U.S. Department of Health and Human Services (HHS) programs that cover part of the space, but no single group has the data and financial incentives to actually do this work. It is yet to be seen whether the shifts in the organization of modern-day medicine in the U.S. will translate into a reassessment of how to prevent disease rather than treat it at much greater cost and morbidity.

**Conclusion**

The role of advanced analytics coupled with machine learning and comprehensive approaches to population health have the potential to radically change the practice of medicine. Moreover, the impact of deep learning, machine learning and the other technologies discussed should have a profound impact on increasing costs, as well as improved quality and availability of health care. The use cases cited above exist and are in clinical practice. Innovation using advanced algorithms will affect the ways we engage, treat and prevent disease. The use of machine learning and concept extraction from text is unlocking the written record. Health information buried in
documents and practically invisible to most providers will surface within the EHR. How providers interact with the EHR using voice commands coupled with the same concept extraction technology instead of the mouse and keyboard will begin to free providers from the current environment tied to a screen.

Precision medicine driven by deep learning will become the bridge between genetic testing and therapies of care. As we begin to untangle the delicate machinery driving the cellular processes, the ability to affect a single receptor protein or enzymatic pathway of a complex cascade becomes a powerful tool for managing cancer. Given a palette of potentially hundreds of these against a backdrop of each tumor having its own specific and rapidly changing weaknesses, it becomes difficult for the human mind to manage the endless possible combinations and permutations of therapy.

However, for successful application of these techniques, this change must address key issues that come along with it. Trusting machine learning and the associated algorithms is going to take a change in how we see ourselves in relation to our computational creation. Furthermore, population health as an example is a new territory for medicine. It will entail an intrusion into our daily lives asking us to change how we live. For some, it will be welcomed guidance, but for others, it will be seen as one more bit of evidence that our lives are being managed by others rather than lived by us. How will we balance the loss of privacy of personal health information with the potential gains with more precise and effective treatment? How will our personal information be safeguarded and algorithms developed in ways that protect consumers and limit biases?

Also, this sort of technology has the potential to cause extreme disruption in the structure of medicine. As in most other industries, technology has caused displacement and upheaval. The travel industry is a clear example with the role of the travel agent dramatically shifting. Uber and Lyft have completely disrupted the cab industry, resulting in wage compression and suicides.\(^{90,91,92}\) Progress in deep learning as applied to images has the potential to disrupt fields of practice where image analysis is the cornerstone of skill. As machines become as accurate and specific as humans at a fraction of the cost, huge changes in the fabric of medicine will occur as experienced, trained, respected professionals are less necessary or cannot compete. Technology and innovation can be like a double-edged sword having an impact in medicine that should not be underestimated.


Adoption of Value-Based Payments Leveraging Fee-for-Service Lessons

By Erin Weber, CAQH CORE

Introduction to Value-Based Reimbursement

The traditional and still leading fee-for-service payment system has long been considered as an important factor for rising health care costs. Whether or not fee-for-service is the main cause, spiraling costs along with the patchy quality of health care underscore the need for a better alternative.

The fee-for-service payment system, with its primary focus on the quantity of services, has overburdened health care providers and especially independent primary care practices—increasing administrative costs and making it hard to compete with larger, hospital-owned health systems. However, the consolidation of the health care marketplace has generally not resulted in lower health care costs as expected. This is mostly due to continued and generalized overuse of services and higher prices.

An increasingly popular alternative is value-based care, which is gaining traction among payers and providers of care. As opposed to fee-for-service where providers are compensated for the number and type of services they perform, a value-based reimbursement system is based on patients’ health outcomes as determined by specific quality measures. Value-based care is data-driven, with providers reporting on the quality measures to show concrete improvements in patients’ health. Under a value-based reimbursement system, providers are incentivized to use evidence-based medicine, fully engaging and empowering patients to manage their own health. The end result is that when patients receive more coordinated, appropriate, better quality and effective care, as evidenced by objective measures, providers are accordingly rewarded. Transitioning to a patient-centered value-based system could help produce better outcomes and would also cut costs as providers are held responsible for containing expenses and increasing quality.93

Since the passage of the federal Affordable Care Act (ACA), value-based reimbursement models have been introduced by the federal Centers for Medicare & Medicaid Services (CMS) tying payments to quality of care, improved patient outcomes and better use of resources.94

of accountable care organizations (ACOs)\(^\text{95}\) caring for millions of patients are participating in the CMS value-based system. In the private health insurance sector, the Alternative Quality Contract (AQC) for Blue Cross Blue Shield Association (BCBSA) members provides financial incentives to providers for delivering high-quality patient care and for controlling costs.\(^\text{96}\) Recent research has shown that this value-based model can help solve the challenges plaguing the health care system.\(^\text{97}\)

And in fact, value-based payment now drives a sizable—and growing—proportion of the U.S. health care system.\(^\text{98,99,100,101}\) Health care providers and health plans are currently making significant monetary and resource investments, including in electronic health record (EHR), billing and other information technology (IT) systems, plus training and human resources, to better fulfill their new roles as collaborators. Because value focuses both on the quality of care and on its cost, many believe value-based payment has the power to improve individual care and population health while changing the trajectory of national health expenditures.\(^\text{102}\)

### Streamlining Value-Based Payment

Fee-for-service payment was initially plagued by process variations as the industry sought to automate billing and payment transactions in the early 2000s through the federal Health Insurance Portability and Accountability Act (HIPAA). While the HIPAA administrative transaction
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\(^\text{95}\) ACOs are groups of doctors, hospitals and other health care providers who come together voluntarily to give coordinated, high-quality care to their Medicare patients.


Standards for billing and claims processing were intended to make it easy for providers and health plans to conduct administrative transactions electronically, they lacked rules for smooth implementation. Without collaboration and business rules for operations, the variation in use of the standards made adoption of electronic systems and automation challenging for all stakeholders.

Beginning in 2005, the Council for Affordable Quality Healthcare (CAQH) Committee on Operating Rules for Information Exchange (CORE) brought the industry together to develop common rules of the road to support electronic business transactions, increasing uniformity and automation. Because of this work, an increasing number of HIPAA-standardized electronic transactions between healthy plans and providers became more uniform, and use of phone, fax and mail to conduct transactions declined.

As value-based payment innovation and experimentation is ongoing, numerous challenges may slow or prevent its ultimate progress, similar to the early challenges of automating fee-for-service transactions. Without an efficient, uniform operational system, it will be difficult for stakeholders to achieve the fluid, reliable and trusted interactions and exchanges of data needed for long-term value-based payment success. Thus, these investments can deliver value to the entire health care industry if there are consistent expectations and rules of the road related to value-based payment.

However, many features of value-based payment do not align with the current fee-for-service operational system. Indeed, proprietary systems and processes for implementing value-based payment have already begun to introduce operational variations. Without collaboration to minimize variations, the current environment is ripe for repeating a scenario that cost

103 Industry-led, CAQH CORE is a nonprofit organization formed to drive the creation and adoption of health care operating rules that support standards, accelerate interoperability, and align administrative and clinical activities among providers, payers and consumers. CAQH CORE participating organizations represent more than 75% of insured Americans, including health plans, health care providers, vendors, government entities and standard setting organizations. Five phases of CAQH CORE Operating Rules and Certification Test Suites have been issued to date.


stakeholders billions of dollars and slowed and complicated adoption of fee-for-service transactions.

By collaborating now, before proprietary systems and processes become entrenched in value-based payment operations, by reaching out to potential collaborators across the industry and by applying lessons learned through its success in the fee-for-service space, CAQH CORE hopes to energize an effort to ease value-based payment operational inefficiencies.

The success of value-based payment is fundamentally dependent upon smooth and reliable business interactions between all stakeholders, and especially between health care providers and health plans. The scope and scale of direct collaboration required for value-based payment stands in stark contrast to more limited stakeholder interactions in the fee-for-service market. Health care providers and health plans are currently making significant monetary and resource investments, including in EHR, billing and other IT systems, plus training and human resources that will help them fulfill new roles as collaborators. These investments can deliver value to the entire industry if there are consistent expectations and rules of the road related to value-based payment.

While stakeholders are eager to collaborate, extensive research from CAQH CORE\textsuperscript{108} indicates they are concerned that non-uniformity is currently the norm in value-based payment implementation. They have called for more standardization across a wide range of operational areas specific to value-based payment, with strong consensus for a focus on five key elements introduced briefly here: 1) data quality and standardization; 2) interoperability; 3) patient risk stratification; 4) provider attribution; and 5) quality measurement.

In the absence of operational systems designed specifically to support value-based payment, innovators and early adopters invented new systems and adapted existing systems. In the context of value-based payment, for example, the most fundamental concepts and terms—“cost of care,” “emergency department visit,” “bundled care” and “primary care physician”—have dissimilar meanings among the various stakeholders. Value-based payment may require new data elements for which standardization does not yet exist and/or new uses for existing data elements for which adherence to standardization is inadequate.

Compounding the problem, no single system supports exchange of all the necessary data for value-based payment. The current claims system was designed to support reimbursement in a fee-for-service environment. EHR systems hold much of the clinical data needed for direct patient

care. While these systems have moved from electronic medical record to EHR, they were not intended to integrate financial and clinical data or to serve as analytics tools. In addition, EHRs have been plagued by interoperability issues. To access analyses of clinical quality data in the EHR, providers are often forced to develop separate data warehouses and custom reports. Health plans also maintain siloed systems, in which there is no clean way to integrate clinical data from providers. These data retrieval and integration roadblocks cause delays in quality-of-care analytics and prevent real-time, actionable information from reaching the point of care.

Models for patient risk stratification and provider attribution also vary considerably across the industry. Providers have criticized the complexity and the lack of uniformity or transparency of these processes. In a single provider setting, for example, where multiple health plans use different methods for these functions, the variation can be especially pronounced.

Furthermore, as noted earlier, there is considerable burden placed on providers by the quality measurement programs. Though the measures are clinical, the burden to gather data and produce reports is operational. The measurement process for providers tends to be inefficient, duplicative and disconnected.

These operational challenges highlight an urgent need for improvement. Health care stakeholders must act quickly, decisively and collaboratively to prevent value-based payment from confronting the administrative roadblocks once encountered by the fee-for-service space. The success of value-based payment is fundamentally dependent upon the smooth and reliable business interaction among all stakeholders, and especially between health care providers and health plans.

The scope and scale of direct collaboration required for the success of value-based payment stands in stark contrast to the more limited interactions in the fee-for-service market. Below we provide more detail on the challenges of these five aspects, as well as recommendations and strategies to address them. The recommendations and strategies outlined in this report can hopefully help the industry learn what practices work best, reduce non-uniform processes and encourage dialog to prevent new operational barriers from slowing the progress of value-based payment.

I. Data Quality and Uniformity

Challenges

Health plans and health care providers agree there is already an enormous amount of data, which represents an immense challenge. However, they have indicated that non-standardized data and data quality, or irregular data, pose far greater challenges to their value-based payment operations. Improving the accuracy, completeness and timeliness of data and enabling easier access to high-quality data are top priorities. Going forward, although providers and health plans recognize the need for some new data elements, they believe improving the standardization and quality of data should be the overriding priority, whenever feasible.\(^\text{110}\)

There are many issues with data quality, or irregular data. Missing or inaccurate provider identification may cause inaccurate risk-based payments when a given provider’s specialty and relationship to the patient are unclear. Inaccurate provider data may complicate specialist referrals. The higher cost of out-of-network providers can affect the overall amount of payment and significantly increase the patient’s out-of-pocket costs. Provider data plays a major role in care accountability, and it can affect costs.

For example, if a provider moves and cannot be located for a prescription management function, an order may not be discontinued on a timely basis, and medication may be unnecessarily supplied. Patient cost may also be affected if, for example, a required medical code is not applied to a prescription and the patient must pay out-of-pocket when the prescribing provider cannot be located.

Another example is that standards may exist for the use of many, but not all, medical code sets. Inconsistent use of common terms not yet standardized can compromise the ability to measure timeliness of care and affect patients’ financial obligations. Examples include terms used to describe the date and time of an event, such as “discharge from an emergency department” or the nature of an event, such as “admission for observation.”

Finally, data embedded in narrative notes in the EHR and/or supplied in paper-based documents lacks the standardization imposed by structured data and is not interoperable. As a result, this data may be disregarded since time-consuming and costly methods must be applied to extract the data for processing.

**Promotion and Enforcement of Data Standards**

Our research has identified increased industry use of the standard National Provider Identifier (NPI) as an important opportunity to support accurate value-based payment data. Use of the NPI

has been required in all HIPAA-mandated transactions since 2007.\textsuperscript{111} However, it has been observed that the NPI is not always used on claims.\textsuperscript{112}

While it is clear universal use of the NPI on the HIPAA transactions, possibly backed by an enforcement effort, would help, the issue of provider identification is broader than this use alone. Every individual provider must be identifiable in regard to actions for which they are accountable. This requires not only a unique identifier for each individual provider, but also a database that must be continually maintained. Today, changes are easier to make by the provider but are not incorporated into the NPI database in real time.

Inconsistent and inaccurate provider identification data can compromise quality measurement. Uncertainty about the role of each provider in a care team can also result in inefficient care coordination. Finally, in a value-based payment environment, the role of the provider, whether acting as primary care physician or specialist, must be clear in order to accurately disperse shared savings or shared risk.

**Adoption of Uniform Definitions and Data Elements**

More consistent definitions of data elements and standardized use of certain code sets emerged in CAQH CORE research as needed improvements to facilitate value-based payment operations. Inconsistent use of standardized code sets causes specific problems for value-based payment. Misinterpretation of a medical code can skew or obscure information critical to value-based payment analytics. For example, when Logical Observation Identifiers Names and Codes (LOINC),\textsuperscript{113} which encodes laboratory orders and results, are truncated or used in non-standard ways, it can be difficult to identify why charges vary for seemingly identical laboratory tests. An analysis of such tests may reveal that the orders were directed to laboratories that use preferred, and often different, laboratory instruments or modalities, carrying different usage costs. Also, quality outcomes measurement is affected when LOINC are truncated, as valid comparisons cannot be made across the different modalities for a specific test.

Additionally, existing standardized medical code sets may not be fully utilized. A set of codes reflecting all the patient’s conditions and comorbidities may be entered on the claim by the provider but may be truncated by a claims processor. As a result, comorbidities requiring more time to manage and impact treatment options may not be recognized.

\textsuperscript{112} Among those interviewed by CAQH CORE.
\textsuperscript{113} LOINC is the international standard (set of identifiers, names, and codes) for identifying health measurements, observations and documents. Reference labs, health care organizations, U.S. federal agencies, insurance companies, software vendors, \textit{in vitro} diagnostic testing companies and more than 86,600 registered users from 176 countries use LOINC to move data seamlessly between systems.
Not all data frequently used today, and being added because of value-based payment models, are part of a standardized medical or non-medical code set (as described in the HIPAA Transactions and Code Sets regulations). The term “admission” is a good example. Today, the term “admission” may be used as an acceptance into an “emergency department” (as opposed to placement in an “urgent care department” with the patient’s consent), placement in an “observation bed” following an emergency department “admission” or “day surgery” “admission,” or in the traditional meaning of placement in an “inpatient hospital bed.” Since these admissions have different reimbursement structures, inconsistent use of unique terms and definitions to describe them can significantly affect payment.

Value-based payment models may also require new data elements, such as data characterizing social determinants of health (SDOH)—that is, the conditions in which people are born, grow, live, work and age. Emphasis on SDOH is growing, as this data is useful in programs to reduce inequities, improve health and reduce health care costs. SDOH information directly affects providers’ ability to conduct patient risk stratification in order to focus on those patients with high and emerging risks. SDOH also plays a role in health plan value-based payment contracting, as accounting for SDOH may affect premiums. Moreover, collection of SDOH data by providers, who have the closest relationship and most frequent contact with patients, is critical for monitoring factors that may change over time, such as socioeconomic position or insurance coverage.

Finally, value-based payment underscores and accelerates the need for a standardized, unique patient identifier or identification process. Research participants agreed strongly that patient identification can support interoperability of data across multiple providers, settings and plans. As care is increasingly delivered in outpatient and other settings, patient identification today may simply be based on the name a person presents with at the time of a health care encounter, resulting in the inability to accurately aggregate all data for a given patient.

Even when the practice is to query patients for additional information to improve the accuracy of their identity, providers may use different data elements for this purpose. Also, each provider may assign its own unique identification number to patients. Lack of accurate patient identification may lead to duplicate diagnostic testing, potential medication errors due to unknown contraindications and other consequences resulting from a lack of data about patient health status. In some cases, data from several patients can be merged when it appears that records belong to a single patient. The result may then appear to be duplicate testing, leading to denial of a claim, loss of revenue in a shared risk environment or lack of attention to an actual need, presumably addressed by another provider.
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114 [www.hhs.gov/hipaa/for-professionals/index.html](http://www.hhs.gov/hipaa/for-professionals/index.html).
More consistent adoption of medical and non-medical code sets, as well as more uniform use of agreed-upon definitions, will improve care delivery and care management capabilities, promote transparency in value-based payment and strengthen the ability to perform quality and cost analyses. Uniformity in how organizations are collecting, managing and analyzing data can make important cross-industry analysis possible.

II. Interoperability

Challenges

Interoperability challenges are a pressing problem in health care. For those working to implement value-based payment, they are greatly magnified. CAQH CORE research participants overwhelmingly called for improvements in interoperability, not only in semantic interoperability, but specifically technical and process interoperability.

Technical interoperability for data sharing relates to the ability to pass data from one information system to another while maintaining accuracy and validity. Process interoperability relates to having common expectations for workflows, connectivity processes, timeliness of data provision, response time to inquiries or requests, security requirements, consent/authorization management, and other practices that affect multiple stakeholders.

Data increasingly needs to be appropriately and securely shared across the continuum of care by providers, between providers and health plans and with patients. Such a cross-enterprise exchange requires different forms of standards and technologies. The complex and costly software products used by stakeholders today are based on existing standards, which fundamentally do not support cross-enterprise interoperability. Current standards in health care are largely grounded in electronic data interchange (EDI) supporting the fee-for-service business. In that environment, a limited set of predefined data flow between known trading partners. In value-based payment, however, data exchange needs to happen with full data privacy and security.

Many of the hallmark features of value-based payment require the support of new and complex processes, which to date have been implemented in nonuniform ways by industry participants. Value-based payment changes patient management approaches to improve quality and reduce cost. To achieve this, new types of information are needed at various points during care. Improved communication with patients by both providers and health plans are necessary to support patient engagement and shared decision-making. Process changes may also require new agreements, partners, contracts, workflows and data collection.

The Use of Existing and Emerging Standards and Technologies
Value-based payment requires clinical, financial and administrative data to be shared across disparate providers, between providers and health plans and with patients. While the vast majority of the data on patient care is tracked and managed today using an EHR, those systems still do not communicate or share data well. For example, stakeholders shared a vision for fully interoperable EHR systems capable of sharing longitudinal patient-level data. Such a system would support the development of better outcomes-based payment structures, dramatically improving the nation’s health and advancing value-based payment.

The federal 21st Century Cures Act (Cures Act),\(^{116}\) signed into law on Dec. 13, 2016, encourages EHR interoperability. The Cures Act uses substantial penalties to discourage information blocking, or an unreasonable constraint imposed on the exchange of patient data or electronic health information.\(^{117}\)

Application (API) development is becoming extremely important for achieving health care interoperability. APIs developed for mobile devices, such as smartphones and tablets, often can be used on computers and medical devices. This characteristic makes these apps easier to use for providers and patients. A major goal of the Cures Act is to achieve nationwide interoperability.\(^{118}\) To help realize this goal, the U.S. Department of Health and Human Services’ (HHS’) Office of the National Coordinator for Health Information Technology (ONC) and CMS published proposed rules to facilitate patient access to information through HL7 Fast Healthcare Interoperability Resources (FHIR) APIs, including administrative data such as claims data that has historically been shared between health plans and providers through different methods.\(^{119,120}\) Common, uniform and consistent use of APIs could also support connecting clinical and administrative data to support value-based payments across stakeholder groups—including patients, providers, health plans and vendors—to achieve industry-wide interoperability.

Emerging technologies are also considered for use in health care. Blockchain has been suggested as a good fit for clinical data sharing, administrative and financial information, and patient and provider identity, among others. Proponents point to inherent features of the technology—a


\(^{117}\) [http://searchhealthit.techtarget.com/definition/information-blocking](http://searchhealthit.techtarget.com/definition/information-blocking).


distributed, consensus-managed, cryptographically secured database—as evidence it would untether data by eliminating interoperability limitations. However, even those who see tremendous potential with blockchain in health care acknowledge the technology has some inherent vulnerabilities that can make its use challenging.  

Improved technical interoperability would eliminate a significant barrier for value-based payment. Interoperable systems would support more fluid data interactions needed to fuel actionable and trustworthy analytics for care management, quality measurement, patient attribution, risk adjustment, payment and more.

In value-based payment, success also hinges on how information is exchanged and how actions are interpreted by other stakeholders. In its research, CAQH CORE identified a significant opportunity to support value-based payment operations by improving process interoperability. More carefully choreographed workflows, processes and policies would allow stakeholders to make more reliable comparisons and act on timelier insights, among other benefits.

Workflows are one area where value-based payment is prompting changes and creating new processes. One example is the capture and use of accurate and timely data. As claims may no longer be the source for reimbursement, equivalent data (i.e., claims data without an imputed charge) are still essential for risk adjustment, performance measurement and incentive programs. While shared risk arrangements may not require claims per se, the encounter data held by the claim must be compiled with the same level of completeness and accuracy as claims data in order for there to be meaningful monitoring of quality and cost of health care services.

Value-based payment processes should integrate clinical, financial and administrative data to improve health and reduce cost, a process in which timing is vital. For example, hospital admission, discharge and transfer (ADT) information can be used by providers to better coordinate care and by health plans to better understand what is happening with members. For these uses, ADT data is needed by all parties within at least one day of admission. In many cases, ADT data is currently received months after discharge. Unfortunately, CAQH CORE research indicates that this is the norm, not the exception. ADT data needed for patient care is often delivered too late to have an effect.

In value-based payment, CAQH CORE found that conflicting expectations are greatly hampering clinical and financial data exchange between providers and health plans. Participants acknowledged that while some of these challenges may be due to technical barriers, issues related to conflicting expectations for how data will be shared and used can be resolved with data-sharing agreements.

Connectivity, security practices and standards for data sharing that protect and assure the privacy and confidentiality, including minimum necessary use, of health information are top priorities for all stakeholders. As stakeholders interact more closely to leverage combined data for greater insight, the need for uniform security protocols arises.

III. Patient Risk Stratification

Challenges

Value-based payment initiatives have made risk assessment an essential process. It must be understood risk assessment is used for different purposes with different methodologies by health plans and health care providers. Health plans have long conducted risk assessment using proprietary, actuarial models to determine premiums. This form of risk assessment is most often referred to as member risk adjustment.

Today, health plans and providers both conduct another form of risk assessment using different models to characterize patients’ risks as they age, as their financial circumstances change or as other factors affect their health over time. For example, individuals may be identified as high risk, emerging risk or low risk in order to focus care coordination on patients who need careful, proactive management. This form of risk assessment, used more frequently for value-based payment, is referred to as patient risk stratification.

CAQH CORE found two dominant operational challenges posing barriers to successful patient risk stratification in value-based payment.

First, many health care providers are unclear about how health plans are using risk assessment—and whether member risk adjustment tools are being applied for patient risk stratification. This lack of clarity has eroded trust and may be influencing health plan-provider relationships.

Second, even when it is clear health plans are using a patient risk stratification methodology, each plan may use a different methodology. This additional layer of complexity may prevent providers

---

from achieving the same results as payers when conducting patient risk stratification.

Each health plan a provider contracts with may apply a unique model that could potentially categorize patients differently from the provider’s categorization. For example, model A from health plan A may include certain risk factors for individuals with emergent risk that are not addressed by provider B in its model B. Similar patients are stratified differently based only on specific artifacts of the risk stratification models being applied. The ability to accurately identify the methodology used, and to streamline the number of methodologies used, would reduce administrative burden and assure that providers are focusing resources on appropriate patient populations, reducing provider risk in a shared savings or shared risk payment environment.

Another factor challenging providers and health plans as they attempt to stratify patient risk is accurate and timely data. Even though many providers recognize the importance of patient risk stratification and factor it into their thinking, their EHRs typically do not support some of the data collection needed for a formal patient risk stratification process. These processes may require data elements, such as those characterizing the nature of the community in which patients live, their marital status and so forth. Some models use many data elements, while others rely on just a few. The result is a hit-or-miss situation that does not focus on reducing escalating risks. In addition, health plans generally do not have access to this evolving data, so they may be relying upon old or limited data as they attempt to perform patient risk stratification as means to assist in care coordination.

While it may not be possible for the industry to coalesce around a standard method of patient risk stratification, CAQH CORE research indicated strong interest in a more transparent and unified approach. An initiative to engage key stakeholders to identify how existing models are currently used and to begin the process of recommending models for different uses is a key first step to eventually achieving consensus on a standard suite of risk stratification models.

Data Inaccuracy, Unavailability and Methodology Variation

It is important for the industry to understand the unique and important role patient risk stratification plays in value-based payment. While it may not be appropriate to use a single framework for patient risk stratification, it is essential to understand the purpose of any variation and for providers to be measured against a known methodology. Given the industry-wide transition to value-based payment models is still evolving, this is a key opportunity for entities to build industry collaboration.

The total number of risk stratification models is unknown. There are approximately seven publicly available models most commonly used for risk stratification, with others emerging as use of value-
based payment accelerates. All of these models are based, to some degree, on comorbidity. While several of the methods are similar, others are unique to a specific population. There has been no known cost analysis or demonstration of the effectiveness of each model to guide the industry in best use.

Given the lack of transparency, the industry would benefit from more research on the efficacy of risk stratification approaches, a first step to creating a set of standard individual risk stratification methodologies that would benefit both providers and health plans.

IV. Provider Attribution

Challenges

In value-based payment models, providers take on responsibility for the care of specific patients in a population. A process called attribution matches individual patients in a population with providers. Attribution ultimately determines the patients for which a provider is responsible within a population.

Subsequent analytics draw heavily on the attributed population's individual patient health data. For example, attribution forms the basis of analysis for metrics underpinning value-based payment, such as total costs of care, outcomes and distribution of shared savings/shared risk.

Many providers participating in CAQH CORE research have noted they often are not informed about their attributed patients. As a result, providers feel an important and useful feature of value-based payment is not being fully utilized to help them proactively manage these patients’ health.

Also, the large number of attribution methodologies is a source of provider frustration, as it can


obscure providers’ view of patients’ true care coordination needs. For example, a health plan may attribute patients into a provider organization but then leave it up to the organization to attribute patients to specific physicians. In some models, patients may prospectively attribute themselves by choosing a provider. Currently, there is a trend towards prospective models, as providers are increasingly measured on quality-of-care metrics and timeliness of reports. Prospective attribution assumes patients will continue to use the same provider. Prospective attribution can be patient-based (discrete medical services) or episode-based (grouping of medical services based on a disease or condition). In other models, providers may prospectively identify patients for attribution or retrospectively identify them through prior-year claims data. If patients do not have a claims history, payers can use other criteria, such as geography, to attribute patients. Other models also exist that use factors such as type of provider and timing. Without a full understanding of the methodology used, providers can make flawed assumptions, leading to wrong decisions about which patients need the most attention.

As with patient risk stratification, research suggests that it may not be feasible to reduce the number of provider attribution methodologies, especially at this stage of value-based payment implementation. However, there is the potential to improve attribution by promoting accountability for patient care through improved accuracy and clarity of attribution data and streamlining and improving transparency of attribution models to reduce variation.

Provider Awareness

Clearly defined and accurate data are needed to attribute patients to providers. Identifying providers at the individual level, their relationships to other providers (e.g., same group, same physical location, within network) and their specialty with respect to their patients (e.g., primary care provider [PCP], specialist by type) can improve the accuracy of patient attribution.

---

In addition to use—and potential expansion—of the standard NPI, as described earlier in this report, the industry needs clearly defined data to attribute providers to a service provided. This includes identifying provider relationships with individuals, the specialty a provider may be applying to specific services and relationships between providers for risk sharing. Some state health information exchanges and large health systems are addressing a portion of these issues at the state or system level.

The Need for Transparency

Extensive variation in attribution models and the frequent lack of transparency about the model make it difficult for providers to understand how their patients are attributed. This confusion can lead to gaps in managing the care of patients who are attributed to them.

Attribution methods must be fair and understandable to both patients and providers. Patients need to understand why they may be assigned to see a given PCP. If patients opt to choose a different PCP, there must be a process to change the attribution so that accurate cost and quality comparisons can be made in order to ensure a realistic picture of whether value-based payment is meeting its goals.

V. Quality Measurement

Challenges

Effective measurement of process performance and outcomes is foundational to value-based payment and to cost containment efforts. More revenue is at risk than ever before, with a host of financial incentives—rewards and penalties—tied to clinical performance and outcomes.

While quality measurement programs predominantly collect and analyze clinical data, the delivery of the data and reports needed for quality measurement can present an operational challenge. In many cases, redundant information is collected and communicated inconsistently, presenting opportunities to eliminate noise and free resources to fix the gaps.

CAQH CORE identified three specific operational challenges posed by quality measurement that provide opportunity for improvement.

First, providers reported an over-proliferation of quality measures in the industry and low consistency in the measures required across health plans and performance initiatives. A study by the National Quality Forum (NQF) found that in the second quarter of 2014 alone, 33 CMS programs—Medicare, Medicare Advantage, all of the Medicaid managed plans and all of the federal individual exchange market plans—collectively used more than 850 unique measures,
with only one-third of the measures used in more than two CMS programs.\textsuperscript{135} Similarly, in the private market, different measures are often used by multiple private insurers in both employer-sponsored health plans and plans sold in the individual market.\textsuperscript{136} In addition to reporting requirements for value-based payment programs, most providers are also required to supply measures to accreditation agencies, professional societies, registries and other organizations for multiple different purposes ranging from credentialing to medical research.\textsuperscript{137}

Second, providers are also burdened by the process to generate quality data reports for value-based payment initiatives. A recent study of primary care and selected specialty members found that physicians and staff spent 15.1 hours per physician per week entering information into health records and on other activities for the sole purpose of reporting on quality measures from external entities.\textsuperscript{138} Additionally, not all necessary quality measurement data are available in EHRs. Getting the data from the EHR into the quality measurement reporting format is not always streamlined.\textsuperscript{139} Workflows also do not necessarily support consistency in data collection. For example, data for a measure looking at emergency department wait time may vary based on whether a patient is registered before or after being triaged.\textsuperscript{140} The significance of the measures can sometimes be diluted due to the sheer amount of effort and tracking required.\textsuperscript{141}

Finally, although there are different types of quality measures for different purposes, there is also a need for quality measure reporting to prioritize the use of provider resources, focusing on the collection of data that is useful to improving care and that can address consumer concerns.\textsuperscript{142} As previously noted, quality measurement programs consume a considerable amount of provider

\textsuperscript{135} www.qualityforum.org/WorkArea/linkit.aspx?LinkIdentifier=id&ItemID=78231.
and staff time, yet not all collected data is ultimately used by the entity collecting it. Also, providers question whether quality measures ultimately improve patient outcomes. When quality measures are reported to consumers, the information is often confusing or not useful. For example, a study of four leading hospital report cards found that only 10% of the 844 hospitals evaluated achieved a “high performer” rating by more than one of the report cards. Also, many of the measures reported to consumers address processes, such as timing of medication administration prior to surgery, that are not directly relevant to consumers.

Harmonization

Many organizations noted that the number of quality measures, as well as their lack of focus, consistency and organization, presents a challenge. A variety of state or regional efforts are focused on improving quality measurement and reporting. The Network for Regional Healthcare Improvement (NRHI) identifies more than 30 such collaboratives for improving data, providing transparency and sharing insights to speed innovation and accelerate progress toward reform. There is currently a renewed effort to address the issue through various core measure projects. In 2014, America’s Health Insurance Plans (AHIP) convened leaders from health plans, CMS, NQF and national physician organizations to form the Core Quality Measures Collaborative (CQMC). In 2016, the collaborative released seven sets of core clinical quality measures to align public and private payers on quality measures to support new patient-centered payment and delivery system reforms. Industry work to streamline quality measurement and promote harmonization
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should focus on contributing to these and other existing industry efforts.

**Call to Action**

The early signs of value-based payment variation documented in this paper constitute an opportunity to shape this emerging payment system.

Value-based payment—and the associated operational processes—are still relatively young. By comparison, when CAQH CORE began to address fee-for-service administrative complexity in 2005, the system was quite mature. And, stakeholders were growing increasingly frustrated by their lack of progress in the transition from manual fee-for-service transactions to electronic.

Contemporary best practices, technologies and lessons learned on behalf of fee-for-service can be applied to strengthen the foundation of value-based payment. This includes the resources of CAQH CORE, with a proven track record as a leader of multi-stakeholder collaborations and author of operating rules that have moved the needle to automate fee-for-service administrative processes. In addition, numerous potential industry collaborators, many of which have worked alongside CAQH CORE to reduce the fee-for-service administrative burden, bring a wealth of experience and perspective to this effort.

Going forward, collaboration will become the currency of value-based payment. As implementation progresses, for example, health plans and provider organizations are expected to become data and analytics partners. By collaborating to leverage their respective data strengths, these stakeholders can illuminate blind spots in care management and reveal richer insights about practice variation.151

Operational enhancements, such as those proposed in this report, put more stakeholders on a good footing as potential data collaborators. By improving the reliability of data and interoperability, bringing clarity to patient risk stratification and provider attribution, and streamlining quality measurement, stakeholders will lay the foundation for improved communication.

Many industry and government initiatives already are working to improve value-based payment operations. CAQH CORE applauds ongoing efforts and calls on industry organizations, including those identified in this report and others that see a role for their organization, to take action.

---
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