
 

FROM THE NAIC CONSUMER REPRESENTATIVES 
 

To: National Association of Insurance Commissioners (NAIC) 
Date: November 14, 2024 
 
On behalf of the undersigned NAIC Consumer Representatives1, we offer the attached report 
examining the increasing use of artificial intelligence (AI) by health insurance plans to augment 
utilization management (UM) review and approval processes. The speed of technological advances in 
AI is far outpacing the changes in state and federal health insurance regulation and oversight needed 
to protect consumers. While we believe that AI presents opportunities for plan efficiency, 
unregulated use of AI could also exacerbate existing bias and discrimination, particularly for 
marginalized and disenfranchised communities who already experience disparate health care access 
challenges.  
 
Through an extensive environmental scan and a series of in-depth informant interviews, the report 
uncovers the areas in AI use for health insurance UM activities that pose the most risk of 
inappropriate or discriminatory denial of medically necessary care.  Key findings from the research 
include the following: 
 

 AI is regularly used by health insurance plans to conduct UM activities. Proponents cite 
reductions in administrative burden and expedited approvals. However, there are risks that 
must be considered, such as the exacerbation of existing biases, prioritization of misaligned 
incentives, and use of technologies outside their original use case or design leading to 
unintended harm. 

 Relevant stakeholders that researchers spoke with, including plans, providers, technologists, 
regulators, and consumer advocates, see immense opportunities for the use of AI, but warn 
that proper safeguards need to be in place to protect patient access to needed care, and to 
ensure that both privacy and safety are appropriately considered. 

 Some states have begun to regulate the development and use of AI in health insurance, but 
for the most part, have not been able to keep up with the proliferation of the use of AI itself. 
Regulation in this space is in the nascent stages of development and the speed at which 
change occurs makes this both a challenging and essential problem to solve. 

 
Given these findings, we make the following recommendations to state regulators:   
 
1. Meaningful transparency is critical 

 It must be clear, to both regulators and consumers, when AI is being used by health insurance 
plans for the purposes of UM and what role the AI plays in making determinations about 
coverage for care. 

 Transparency must extend to disclosures about the data used to develop, train, and test the AI 
tools (with an emphasis on consent for use and representativeness of the population), and the 
extent to which any AI tool can begin to train itself. 

 
1 The NAIC works closely with Consumer Representatives to assist state regulators in their primary objective of protecting 
insurance consumers. The Consumer Representatives do not represent or work for the NAIC, and the views expressed 
here do not necessarily reflect the views of the NAIC. More information about consumer participation at the NAIC is 
available here. 



 

 Existing nondiscrimination and data regulation laws should be assessed for their applicability 
to AI in UM. 
 

2. Health insurance plans must be held accountable for inappropriate or discriminatory use of AI 
in UM 
 Regulatory standards must clearly identify which parties are accountable (e.g., health plans, 

technology developers, etc.) when AI tools are used in UM decisions that lead to consumer 
harm, including discrimination, breaches of privacy, and incorrect adverse determinations. 

 Regular audits, conducted on behalf of state regulatory agencies by parties with specialization 
in testing AI technologies, can be an effective way to both understand the ways AI is used in 
making UM decisions and hold the plans accountable for its use. 

 AI tools intended for UM decisions should be built on standards of care that aim to achieve 
the highest level of quality, and penalties for non-compliance need to be significant enough to 
have influence. 

 Governance structures that measure and prevent harm to historically marginalized and 
disenfranchised populations must be required. 
 

3. Regulators should ensure that health insurance companies require oversight by humans with 
the appropriate clinical training regarding decisions that impact patient outcomes 
 Robust and accessible appeals processes for coverage denials need to be established and 

considered a guaranteed right for all health insurance consumers. 
 Human oversight must be embedded into UM when AI is used and those reviewers must have 

the authority and ability to overturn decisions made by the AI without undue consequences. 
 AI regulation must to be considered an evolving practice that relies on collaboration between 

regulators, technical experts, industry stakeholders, consumers, and consumer advocates. 
 

We are eager to discuss our research, findings, and recommendations with regulators and other 
stakeholders, and work with all parties to ensure they are realized for the benefit of consumers. 
Thank you for your attention to this important matter.  
 
Sincerely, 
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Executive Summary 

The use of Artificial Intelligence (AI) is transforming how health insurance utilization 

management (UM) decisions are made, directly impacting consumer experiences and 

access to health care services. This report, compiled by NORC at the University of Chicago 

on behalf of the Consumer Representatives to the National Association of Insurance 

Commissioners (NAIC) examines the current use of AI in UM and related regulations.  

The report found: 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

Health insurance plans regularly use AI to conduct UM activities. Utilization 

management is the process by which health care benefit administrators (most 

often, health insurance plans) determine whether to approve payment for the 

course of care recommended by the patient’s medical team. 

AI proponents cite reductions in administrative burden and expedited 

approvals. However, there are risks that must be considered, such as the 

exacerbation of existing biases, prioritization of misaligned incentives, and use 

of technologies outside their original use case, or design, leading to 

unintended harm. 

 

  

   

Some states have begun to regulate the development and use of AI in health 

insurance but, for the most part, have not been able to keep up with the 

proliferation of AI’s use. Regulation in this space is in the nascent stages of 

development and the speed at which change occurs makes this both a 

challenging and essential problem to solve.  

  

Relevant stakeholders—including plans, providers, technologists, regulators, 

and consumer advocates—see immense opportunities for AI’s use. But, they 

warn that proper safeguards need to be in place to protect patient access to 

needed care and to ensure that both privacy and safety are appropriately 

considered. 
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Based on these findings, the Consumer Representatives to the NAIC call on state 

insurance regulators and lawmakers to consider the following insights when 

developing regulatory and legislative frameworks on the use of AI in UM decisions: 

Transparency & Data 

▪ Meaningful transparency is critical. Both regulators and consumers must clearly 

know when health insurance plans are using AI for the purposes of UM, and what 

role that AI plays in determining coverage for care. 

▪ AI processes must be transparent, and that transparency must be multi-

dimensional. Transparency must extend to disclosures about the data used to 

develop, train, and test the AI tools (with an emphasis on consent for use and 

representativeness of the population), the extent to which any AI tool can begin to 

train itself, and the criteria used for UM decisions. It must also create pathways for 

data to become public for use by researchers.  

▪ Existing laws that are used to regulate data and take action against discrimination 

should be assessed for their applicability to AI in utilization management.  

 

 Accountability 

▪ Regulatory standards must clearly identify which parties are accountable (e.g., 

health plans, technology developers, etc.) when AI tools are used in UM decisions 

that lead to consumer harms, including discrimination, breaches of privacy, and 

incorrect adverse determinations. 

▪ Regular audits, conducted on behalf of state regulatory agencies by parties that 

specialize in testing AI technologies, can be an effective way to both understand the 

ways AI is used in making UM decisions and hold the plans accountable for its use. 

▪ AI tools intended for UM decisions should be built on standards of care that aim to 

achieve the highest level of quality, and penalties for non-compliance need to be 

significant enough to have influence. 

▪ Regulators must require governance structures that measure and prevent harm to 

historically marginalized and disenfranchised populations. 
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 Ensuring Effective Oversight 

▪ State regulators should establish robust and accessible appeals processes for 

coverage denials. 

▪ Human oversight must be embedded into UM when AI is used. Those reviewers 

must have the authority and ability to overturn decisions made by AI. 

▪ AI regulation must be considered an evolving practice that relies on collaboration 

between regulators, technical experts, industry stakeholders, consumers, and 

consumer advocates. 

The rapid expansion of AI tools in health insurance demands immediate regulatory 

attention to protect consumers from potential harm and discrimination when AI is used in 

UM decisions. While this report outlines some key considerations, it is not exhaustive. 

Instead, it offers a foundation for understanding current AI-use cases in UM and highlights 

the urgent need for state policymakers to examine and regulate these practices. 

AI presents opportunities to reduce administrative burdens, enhance providers' abilities to 

fully utilize their expertise, and improve patient care. However, it also carries significant 

risks that could negatively impact health outcomes and deepen discrimination against 

historically marginalized and disenfranchised populations. Decisions about coverage for 

essential medical services can have life-altering consequences. The importance of acting 

now cannot be overstated. Without immediate safeguards, the risks posed by unchecked AI 

in health insurance processes will only continue to grow. 

Important Terminology 

Utilization management (UM) is the process by which health care benefit administrators (most 

often, health insurance plans) determine whether to approve payment for the course of care 

recommended by the patient’s medical team. While there may be a range of practices within this 

definition, the most common are prior authorization, concurrent review, and retrospective review.  

Artificial intelligence (AI) is a catch-all term referring to technologies that enable computers and 

machines to mirror human learning and decision-making. Within AI, there are many different 

models and capabilities.  

For this report, we are primarily focused on applications of natural language processing (NLP) and 

machine learning (ML). NLP is a form of AI that allows computers to understand, interpret, and 

generate human language. ML refers to the ability of computer systems to learn and adapt beyond 

their initial instructions. 
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Introduction 

As AI continues to evolve and expand into nearly every aspect of daily life, it is crucial that 

AI developers, organizations that use AI tools, and regulators with authority over health 

care entities work to protect consumers from the consequences that AI tools may have on 

their health care. Regulators have begun to close the regulatory gap on the use of AI in 

certain sectors of the insurance industry but those efforts to increase oversight have 

primarily been focused on life insurance rather than health care.1 

Some of these efforts have cross-industry implications that can be applied to health 

insurance (e.g., marketing, rate setting). However, the potential harm of AI’s unregulated 

use in health care decision-making, and the direct impact it has on human health, requires 

additional safeguards and attention. 

Methodology 

To examine AI’s current use in health insurance decision-making processes, NORC 

conducted a thorough literature review focusing on prior authorization as a form of 

utilization management (UM) and preliminary efforts to regulate AI. This report 

summarizes those findings and provides insights from structured interviews with seven 

organizations and their representatives who spoke to the implications and future of this 

largely unregulated space, including:    

1) The current use of AI in UM  

2) The evolution and future use of AI in UM  

3) Regulatory and oversight recommendations  

To preserve anonymity and encourage an open dialogue, all interview insights and quotes 

are attributed to a high-level descriptor, as outlined below.  The intent was to gather 

diverse viewpoints from across the health insurance industry. None of the interviewees 

serve as NAIC Consumer Representatives. 

Perspective High-Level Descriptor 

Health Plan Analytics Executive at a Regional Health Plan 

Thought Leader Health Policy Professor 

Consumer Advocate Attorney for Underserved Patients and Families 
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Perspective High-Level Descriptor 

Consumer Advocatei Leaders at a Patient Advocacy Organization 

Regulator Representative from a State Department of Insurance 

Technical Expert Algorithmic Design and Measurement Consultants 

Provider Representatives from a Trade Group for Physicians 

Examples of AI in UM 

To help illustrate the use cases for AI in UM, the research team developed three examples 

of how health plans are using this technology today. While not all-inclusive, these examples 

are intended to provide plain language descriptions that reflect the differing levels of 

impact this technology can have on UM, and subsequently, how it may shape a patient’s 

ability to access needed care. Just as there is no one-size-fits-all approach to developing 

and using AI technologies, regulation to mitigate the potential harms of this technology 

needs to be responsive and sensitive to its range of capabilities. 

Example 
Scans Large 

Datasets 

Uses Fixed 

Inputs to Make 

Determinations 

Evolves 

Algorithm 

Based on Data 

Administrative-Only 

(Example 1)    

Decision-Making 

(Example 2)    

Learning Model 

(Example 3)    

 

  

 
i The second consumer advocate provided written responses to the structured interview questions. 
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Example 1: Administrative-Only 

One way that health plans currently use AI in UM is for sifting through a multitude of 

documents, to collate the relevant information for a human case reviewer. When a 

patient’s physician submits a prior authorization request, that case is added to a queue for 

approval by a nurse reviewer. While in the queue, the AI program is instructed to pull a 

checklist of vital information to help the reviewer make their determination.  

The AI technology has access to information such as the patient’s medical claims history, 

details about the type of coverage they have and what is included in their benefits, the 

physician’s prior authorization request, and guidance documentation from the health plan 

related to clinical appropriateness. It will sift through all of these documents and compile 

the relevant information into a single report.  

In this case, the AI is focused only on collecting information. It alleviates the need for the 

nurse reviewer to spend time doing so, allowing the human reviewer to focus their time on 

evaluating the clinical elements of the case. The ultimate decision whether to approve or 

deny the claim lies solely with the human reviewer.  

Exhibit 1. Flow of information and decision-making when AI is relegated only to 

administrative tasks 
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Example 2: Decision-Making 

Another current use of AI in UM is to program the technology to do an initial assessment of 

all prior authorization requests using a specified set of criteria for decision-making and 

escalation. When a prior authorization request is submitted to the plan via an online portal, 

it is first evaluated by the AI technology using a set of inputs programmed by the health 

plan. These inputs may follow criteria to automatically approve certain common, low-cost 

requests and tag all others for secondary review by a nurse reviewer. 

In this scenario, the AI determines the case’s outcome (approve or escalate) based on a set 

of pre-determined criteria. This could mean that select prior authorization requests are 

never reviewed directly by a case manager. In this design, the AI only has the authority to 

approve coverage, and all denials are completed by a human reviewer.   

Exhibit 2. Flow of information and decision-making when AI is allowed to make 

determinations about coverage 
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Example 3: AI Learning Model 

The third way that health plans may use AI in UM is through a learning model. This model 

follows many of the same initial steps as the first two examples, collating and examining 

data inputs (such as the patient’s claims history and clinical guidelines). However, in this 

case, the AI has greater authority to make one of three determinations: approve coverage, 

deny coverage, or escalate the case to a nurse reviewer.  

This model is also programmed with the ability to evolve based on feedback. Specifically, 

the nurse reviewer’s final determinations on escalated cases become data that the AI 

model uses to evolve its algorithm. For example, if nearly all escalated cases for a particular 

treatment were approved, the AI model will adapt its criteria to reflect this. Meaning, the AI 

model will approve future cases of the same type rather than escalating them, mirroring 

the vast majority of the nurse reviewer’s prior determinations for similar cases.  

While this type of model holds promise for innovation and increased efficiency, it also 

poses significant risks. Models that are allowed to evolve based on data from incomplete or 

unverified datasets can reflect and reinforce biases or inaccuracies carried out by the nurse 

case reviewers.  

Exhibit 3. Flow of information and decision-making when AI is allowed to make coverage 

determinations and evolve based on feedback 
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The Current State of Artificial Intelligence in Health Insurance 

Decision-Making Processes 

Artificial intelligence has been around for decades, but more recent technological 

advancements have led it to permeate nearly all aspects of everyday life, including health 

care. AI’s uses in health insurance processes have a wide variety of potential benefits, 

including improving care delivery, quality, and overall consumer experience. However, AI 

also poses a variety of potential threats to consumer access to care, particularly for 

historically marginalized and minoritized populations.  

While important, a broad examination of the impact of AI across health care is not within 

the scope of this report. This research is focused exclusively on the application and use of 

AI in health insurance UM processes. Within this one application, there is evidence that AI is 

already widely used today and that, while it may alleviate the administrative burden on 

staff, it also has the potential to cause significant harm both in perpetuating existing issues 

with UM and introducing new ones.  

To compile an understanding of the current use of AI in UM and its impact on consumers, 

the research team first conducted a comprehensive literature review. To add context and 

detail to that search, the research team also conducted interviews with seven organizations 

representing diverse perspectives of those directly impacted by the use of AI in UM. The 

following section of the report summarizes and integrates findings from both modes of 

data collection. 

Today, one of the most common uses of AI in health insurance is for 

utilization management.  

AI includes a wide range of capabilities and technologies, all culminating in computer or 

machine systems that are capable of complex tasks, such as decision-making and 

processing large datasets. In recent years, health plans have leveraged the abilities of AI to 

make UM decisions, in particular, to respond to prior authorization requests.2  
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AI Applications in Prior Authorization Processes 

Prior authorization is an administrative process in which a 

benefit administrator, such as a health plan, requires 

providers to seek approval for a specific course of 

treatment on behalf of their patient, to ensure the patient 

will have coverage.3 This process can safeguard a patient 

from unnecessary or inappropriate care, or surprise bills 

for services that their plan doesn’t cover. A major 

concern, however, is that seeking prior authorization can 

slow down or even prevent access to necessary care due to arbitrary or wrongful denials. 

Even if the treatment is eventually approved, the administrative burden and the time spent 

waiting for approval can negatively impact patient outcomes and quality of life. In a survey 

conducted by the American Medical Association in 2023, the overwhelming majority of 

providers (94 percent) reported prior authorization delays care and more than half (55 

percent) said that such delays often or always slow down care delivery.4 Since prior 

authorization is an inherently administrative task that increases the clerical burden on 

staffers, it is unsurprising that nearly all interviewees said that one of AI’s primary benefits 

is that it reduces this burden. 

Of all interviewees, the health plan executive was the most optimistic about the potential 

applications for AI in UM practices. They pointed to several other AI benefits beyond 

reducing the administrative burden of prior authorization requests. They explained that 

their plan uses natural language processing to collate several sources of information 

essential to a nurse case reviewer’s determination of coverage (similar to Example 1, 

above). This might include pulling together details related to patient coverage, medical 

history, and any relevant clinical criteria determined by the plan, to inform medical 

necessity. Instead of the nurse case reviewer collating 

this information—which may be stored across multiple 

systems or buried within larger documents—AI can take 

over this task, liberating the human reviewer to focus 

on pertinent clinical details and decision-making and, 

ideally, use their time more efficiently.  

It is important to note that efficiency cannot be the only 

goal of integrating AI into UM. The ultimate goal is 

getting to the correct determination. AI’s inclusion 

“In an ideal world, AI would 

increase efficiency without 

posing any additional harms 

to patients or their access to 

care.” 

– Consumer Advocate 

“The primary benefit of using 

AI for utilization management 

is the ability to reduce the 

clerical burden, expedite 

approvals for patients, and 

enable practitioners to 

practice at the top of their 

license.” 

– Health Plan Executive 
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should be welcomed depending on the extent to which it enables organizations to realize 

this end. However, efficiency simply for the sake of efficiency may only reinforce existing 

issues within UM rather than alleviate them. The consumer advocate interviewee was 

particularly concerned by this. On the whole, they regarded the entire premise of UM with 

skepticism and worried that greater efficiency would simply lead to a faster cadence of 

incorrect or adverse decisions that could result in delayed or denied care.  

While there was some agreement among stakeholders that AI can reduce the clerical 

burden of prior authorizations, there was also unanimous concern that AI-enhanced 

processing could lead to harmful delays or faulty rejections. 

While this concern predates AI, the increased volume and speed at which decisions may 

be made while using AI, the rigid clinical criteria used by AI, and the delegated authority 

to computer-based algorithms pose additional complexities and concerns.  

These findings drive home the paramount need to clarify lines of authority and 

accountability so that patients and providers can effectively advocate for themselves when 

insurers deny medically necessary care.  

As AI tools are developed and deployed to make coverage decisions, concerns 

arise. 

In the absence of a comprehensive regulatory framework for using AI technology in health 

insurance, stakeholders themselves have begun identifying the potential risks that may 

adversely impact care delivery and health outcomes. Those risks include: 

Tools trained by biased datasets 

As AI developers create new tools to augment 

decision-making related to care provision, they often 

rely on existing datasets, written descriptions of 

clinical care standards, or clinical algorithms to 

inform the decision criteria. The problem is that AI 

may be pulling from datasets that reflect known or 

unknown biases. One example of this is the 

calculation for the estimated glomerular filtration 

rate (eGFR), which was used to diagnose and manage 

kidney disease. Historically, the commonly accepted 

“Transparency must be 

meaningful and enable end 

users to trace a decision back 

to a specific actor, to 

accurately determine decision 

rationale for potential adverse 

outcomes.” 

– Provider Trade Group 



FINAL REPORT  |  November 2024  14 

standard for this estimate included race as a factor. However, recent research called into 

question the validity of including race in eGFR and highlighted the resulting negative impact 

on Black patients, who experienced poorer outcomes than white patients with the same 

condition.5 While this research largely led to the discontinuation of race as a factor in eGFR 

calculations in 2021, it was only after decades of use. AI developers need to continually 

update tools to reflect new clinical practice guidelines, especially when the new guidelines 

address health disparities. 

Several interviewees raised the valid concern that AI trained on biased datasets poses 

potential risks for discrimination against consumers, particularly patients from protected 

classes.6 Developing an AI tool to standardize prior authorization requests that rely on 

biased data will exacerbate the same biases—in diagnoses, treatments, and provision of 

services—that pre-dated AI and still exist today.7 While this finding is not new, the speed at 

which these tools are evolving and the lack of transparency surrounding them limits 

regulators and other stakeholders from deeply understanding the algorithms and 

processes that underlie these technologies. This makes it ever-more difficult to prevent the 

potential harm inflicted on historically marginalized and disenfranchised groups.   

The consumer advocate interviewee 

emphasized that, beyond worsening existing 

biases in health care delivery, a lack of 

transparency around AI tools will 

disproportionately increase harm to 

historically marginalized groups by limiting or 

preventing their ability to appeal denials from 

their health plan. This is further exacerbated 

by the fact that AI sometimes uses proprietary 

datasets, making it even more difficult for 

consumers and providers to get detailed 

information about why a request was denied and what criteria and data were used. 

Algorithms developed with misaligned incentives 

Prior authorization decisions are expected to be based upon generally accepted standards 

of care. However, there is evidence that this is not always the case. In Wit v. United 

Behavioral Health (UBH), the Ninth Circuit Court of Appeals found that UBH—a subsidiary of 

United Healthcare, the largest U.S. health insurance company by both market share and 

“The AI tools being used today are 

based on historically biased data. 

It’s one thing to look at a model and 

say ‘This algorithm is biased based on 

the data that we use to develop it,’ but 

there is also a gap in the patients who 

are able to fight back against the 

resulting denials.” 

– Consumer Advocate 
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revenue—had been denying behavioral health claims in favor of optimizing their financial 

outcomes.8 With AI tools increasingly involved in making these types of coverage decisions, 

consumer advocates are concerned that these tools will be trained based on financial or 

otherwise misaligned incentives that are in direct conflict with the generally accepted 

clinical standards of care.  

To address these concerns, stakeholders are calling on AI developers and organizations 

that use AI tools for decision-making to clearly and meaningfully disclose how their AI 

tools make prior authorization decisions. This includes full transparency on the inputs 

and decision-making criteria that are being used. 

Another important safeguard is ensuring an appropriate level of oversight for any 

consequential patient care decision. There is evidence that using AI in decision-making 

processes creates a circumstance wherein algorithms can make thousands of unwarranted 

denials at a rapid pace.9 While some health plans have policies that promise internal 

oversight of and accountability for any decision that may result in a denial, it is a largely 

unregulated and uneven practice across the industry. The health plan executive 

interviewee said that while their plan uses AI tools to expedite approvals, any claims that 

could be denied are routed to the appropriate, clinically-trained case manager.  

Studies are needed on the impact of this type of tiered decision-making, but it may prove 

to be one model on which to build future standards. Either way, embedding transparency 

and accountability throughout the process is essential. Establishing discrete and clearly 

documented processes for how all UM determinations are made provides a clear 

perspective of how a decision came to be and who is accountable for any resulting harms. 

Machine learning systems developing their own processes 

Another significant concern about using AI in health insurance decision-making processes 

is that machine learning tools are constantly learning and evolving as they get introduced 

to more data, as outlined in Example 3. This can lead to the tool operating beyond its 

originally intended use case, increasing potential harm 

to consumers. A dynamic AI model poses a unique 

challenge to regulators because it requires continuous 

monitoring and other processes to ensure that it is 

consistent and adheres to the use cases for which it was 

initially trained.10 The technical experts who were 

“The chance to monitor and 

test AI systems is a chance to 

test and monitor outcomes to 

the standard that society 

expects.” 

– Technical Expert 
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interviewed believe that ongoing monitoring is essential to identifying harms, for holding 

those who are responsible for them accountable, and for helping dynamic models evolve in 

a direction that builds towards a better future.  

The health plan executive interviewee reported that their regional plan already has 

safeguards in place to ensure that its algorithms are not evolving into an entirely new 

model. Specifically, when an algorithm is ready to be used for UM, this health plan “freezes” 

the model ensuring that it continues to operate as originally intended no matter what data 

it is given. See Example 2, above. This particular plan uses its model for one to two years, 

while retraining it on newer data offline, 

validating its efficacy prior to use on real 

patient cases. This approach of freezing 

machine learning or evolving models 

and routinely monitoring them while in 

use warrants additional study, but could 

be a starting point for future regulatory 

action. This would not prevent health 

insurance companies from using parallel processes wherein their models are allowed to 

evolve using offline data. It just would limit their ability to do so before the evolved model 

can be tested and validated.  

  

“ ‘Good’ AI governance not only requires 

companies to be aware of what they are doing 

and what models they are using; they must 

also have a regular assessment to ensure 

models behave appropriately.” 

– Health Plan Executive 
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Oversight & Regulation 

As the health insurance industry continues to invest in AI tools, regulators have struggled 

to keep up, leaving an uneven regulatory landscape particularly at the state level resulting 

in a legislative patchwork across state lines. Whether state or federal, efforts to regulate 

this ever-changing area have to balance the desire for innovation with the need to protect 

consumers from any potential adverse effects. 

To address the lack of regulatory continuity, the NAIC’s Innovation, Cybersecurity, and 

Technology (H) Committee developed a model bulletin on the use of AI in insurance 

processes.11 While not specific to health insurance, the bulletin outlines how insurers 

should govern the development, acquisition, and use of AI technologies. As of October 

2024, 17 states had adopted this guidance.12  

States have begun developing their own approaches for regulating this 

evolving environment. 

In the absence of a comprehensive federal approach, some states have created their own 

regulations of AI use in the insurance industry.  

State Oversight Landscape 

In 2024, there was a flurry of consumer protection-oriented state legislation on the general 

use of AI across multiple industries.13 This report does not focus on such broad legislation. 

Instead, it examines legislation that specifically aims to regulate the use of AI in health 

insurance decision-making processes, particularly prior authorization, or legislation that 

may have clear implications in this space. State-level legislative efforts on the use of AI in 

health care are still nascent and the majority of proposed bills are focused on creating task 

forces and developing studies on current-use cases of AI in their own state.    

In the first half of 2024 (January–June), there were more than 30 state bills that created AI 

task forces. While each task force has slightly different responsibilities, their overarching 

goal is to develop recommendations for state government AI use oversight.14 For example, 

in April 2024, Connecticut’s House of Representatives proposed CT SB2 to establish an AI 

Advisory Council that would make recommendations on the ethical and equitable use of AI 

in state government.15 Similarly, New Jersey’s State Senate introduced NJ S3357, to 

establish an AI advisory council and also focus on the opportunities and risks for state 

agencies in leveraging AI tools.16 While neither of these task forces specifically focuses on  



FINAL REPORT  |  November 2024  18 

AI use in health care, there likely will be implications for AI’s use in health insurance 

decision-making processes. 

In addition, some states are making headway in regulating transparency between AI 

developers, organizations that use the tools, and end users (i.e., consumers) who are 

impacted by AI use. A common theme throughout the stakeholder interviews was the 

importance of “meaningful” transparency, which includes patient-facing disclosures being 

written clearly so that consumers can understand and consider the content and its 

implications. Patients face innumerable, lengthy disclosures while receiving health care, but 

very few of them meaningfully engage with this information because it is provided in 

formats that (or at times when) it cannot reasonably be consumed and thoughtfully 

considered. The goal across all of health care should be to evolve past this “check the box” 

disclosure approach. As disclosures related to AI are brought into existence, they should 

set a new standard for what is meaningful to consumers.  

States have taken varied approaches to requiring transparency from AI developers. Quite 

often this includes compelling the developers to provide documentation to regulators that 

details intended use cases, what type of data was used to train the model, data-collection 

practices, and how the developer mitigated risks of discrimination.17,18 While transparency 

between the developer and organization using the tool is crucial to ensuring its ethical use, 

it is equally important for there to be the same level of meaningful transparency between 

the organization using the tool and regulators, so that they can monitor use over time and 

address any adverse outcomes. 

Individuals who had their prior authorization request for medical care denied often do not 

know why their insurance will not cover what they and their provider both believed to be 

necessary care. According to the consumer advocate interviewee, before AI it was 

somewhat possible for consumers to appeal claim denials or, at the very least, have a clear 

answer as to why coverage was denied. Now, AI is an impenetrable  “black box,” obscuring 

the chain of command and making it nearly impossible for consumers to push back on 

decisions regarding their own care. As health plans continue to use AI tools to reduce 

administrative burdens, states will need to take legislative or regulatory action to ensure 

consumers can understand how their health care decisions are being made. Several 

states—including Illinois, Vermont, Virginia, and California—have introduced legislation 

that would require organizations that use AI tools to notify the end consumer, at or before 

the use of AI, that an AI tool is being used in health care decision-making.19, 20, 21,22 
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While there is a wide range of state legislative action related to the use of AI in insurance 

processes, few states have taken concrete action to advance regulation in the health 

insurance space. Following are examples of three states that are addressing AI in insurance 

broadly and otherwise. 

Colorado 

Colorado is often touted as the state at the leading edge of AI regulation. In July 2021, 

Governor Jared Polis enacted SB 169 to protect consumers from discriminatory insurance 

practices.23 A primary component of the law is that it holds insurers accountable for testing 

their big data systems, including algorithms and predictive modeling, to ensure that 

systems do not go unchecked and perpetuate discrimination against protected classes. The 

law’s implementation is well underway and may serve as a model for other states looking 

to be more proactive in regulating AI in the insurance industry.  

As part of this implementation, Colorado’s Insurance Commissioner held several meetings 

with stakeholders to hear their thoughts on how future AI governance should be 

structured. While there has been stakeholder engagement across insurance types— 

including life, auto, and health—as of now, the Commissioner has only adopted framework 

requirements for life insurance practices. Other states may be able to learn from 

Colorado’s challenges and how its Division of Insurance has overcome them so far, 

including having limited expertise in how to conduct evaluations and little oversight of how 

insurers report on AI.  

More recently, to protect consumers, Colorado enacted its Colorado Artificial Intelligence 

Act (CAIA), a comprehensive law on the development and use of certain AI systems which 

will go into effect on February 1, 2026.24 CAIA takes a risk-based approach, meaning it 

focuses on regulating high-risk AI systems. High-risk AI systems are those that make 

consequential decisions, which may include health care decisions. It requires both the 

developers and users of high-risk AI systems to document and disclose the use of AI in 

tools or processes, analyze and prevent potential harms, and establish data governance 

structures to examine potential biases, among other measures.  

Utah 

Utah has begun to regulate AI use across industries. In March 2024, Utah’s state legislature 

passed SB 0149, the Artificial Intelligence Policy Act, and the state’s government signed it 

into law shortly thereafter. It establishes requirements for AI-use disclosures and creates a 

state Office of AI Policy, which is billed as the first office dedicated to AI policy, regulation, 
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and innovation.25 The office works with stakeholders to align on regulations and find the 

balance between innovation and consumer safety.26 Another primary component of the 

new law, which is being quickly implemented statewide, is the establishment of disclosure 

requirements that compel businesses that use AI tools to clearly disclose to the consumer 

that they are interacting with AI and not a human. While not specific to regulating AI’s use 

in the insurance or health care spaces, there are more restrictive disclosure requirements 

for regulated entities, including health care.  

While Utah’s new law may serve as a promising example of how regulators should think 

about disclosure requirements, it is limited to the regulation of generative AI that interacts 

directly with consumers. Regulators must be able to build off of legislation such as this to 

ensure that AI use in health insurance decision-making—such as UM processes—is also 

properly regulated.  

California 

California has made recent advancements in regulating AI use in the health sector, passing 

a law in September 2024 to regulate AI use by health plans.27 Specifically, California 

amended § 1367.01 of the Health and Safety Code and § 10123.135 of the state’s Insurance 

Code, to require that AI tools for utilization management be open to inspection for audit by 

the State Department of Health and that they make coverage decisions based on the 

enrollee’s medical history and clinical circumstances, not solely on the group dataset on 

which the tool was trained. The law also requires physicians to have the final say in 

determining medical necessity when health plans use AI tools for UM.28 Consumer 

advocates and other stakeholders, including the California Hospital Association, supported 

the law’s passage and argued that it balances consumer protection with the growing use of 

innovative tools.29, 30 It is likely that there will be more states that propose similar 

legislation specific to using AI in UM of health care decisions in the coming months. 

While this report focuses on state-level approaches such as California’s, there have been 

preliminary efforts to regulate the use of AI at the federal level. Whether these federal 

efforts are applicable to regulating AI use in the health insurance space, especially related 

to UM, remains to be seen. However, such efforts may have implications that cross over, as 

they did at the state level.  
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Many organizations have developed frameworks on how AI should be used 

and regulated in health insurance practices.  

With the absence of federal regulation, and a patchwork approach at the state level, many 

organizations have developed their own policy agendas or guiding principles in order to 

better serve their consumers and be better prepared for future regulation. Similar to the 

evolution of AI regulation at the state level, many organizations’ AI frameworks are not 

specific to AI in health insurance but rather provide high-level guidance for the ethical use 

of AI that has cross-cutting implications for health care. 

Some advocates in the field have already started to ideate the potential rules and oversight 

for AI’s safe and ethical use. This report examined several select frameworks released by 

NAIC and other consumer-oriented organizations. While the list that follows is not 

exhaustive, it is intended to reinforce the concerns raised throughout this report. There is 

consensus among consumer advocates that ethical use, governance, transparency, and 

human-centered decision-making need to be central to future regulatory or legislative 

oversight.  

National Association of Insurance Commissioners: Guiding Principles on AI 

In August 2020, NAIC adopted a set of guiding principles on AI to help insurance 

companies, and organizations entering into business with insurance companies, navigate 

this complex field.31 While not limited to health insurance specifically, the principles 

provide high-level guidance for stakeholders and serve as a basis for any future 

recommendations that NAIC may make to state regulators.  

NAIC consumer representatives subsequently commissioned this report to examine the 

current status of AI in the health insurance landscape, as a first step toward developing 

concrete regulatory recommendations.  
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National Health Law Program:  

Principles for Fairer, More Responsive Automated Decision-Making Systems 

In May 2023, the National Health Law Program (NHeLP) released its guiding principles for 

automated decision-making systems, explaining that without oversight, big data systems 

are left susceptible to gaming, which may result in discrimination.32 NHeLP protects and 

advances the health care rights of low-income and traditionally underserved individuals. Its 

principles largely align with those of other organizations and include: 

1. Transparency across the tool’s life cycle, which starts at development and 

continues through implementation and any potential revisions 

2. Protection of civil rights, to ensure that benefits programs, such as Medicaid, 

continue to adhere to all civil rights and due process requirements and that tools do 

not discriminate on the basis of any legally protected characteristic  

3. Tools should be user-focused, to ensure that the benefit of the end-user is 

prioritized throughout the entire life cycle of the tool 

4. Tools must be regularly validated, to ensure that they accurately and consistently 

measure what they claim to measure for their intended use case 

5. AI developers and users must regularly review how their tools are being used, 

to prevent any potential biases and minimize potential adverse outcomes against 

any protected community 

6. Human oversight and feedback loops, to protect against potential errors at the 

individual or systemic level 
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The National Health Council:  

Position on the Promise and Pitfalls of AI and Health Care 

The National Health Council (NHC) was created by and for patient organizations to be a 

voice for people living with chronic diseases and disabilities, and their family caregivers.33 

NHC has more than 170 active member organizations ranging from patient- and disease-

specific advocacy groups, professional societies, and cross-industry businesses. In February 

2024, NHC released a statement on AI’s potential benefits for patients as well as its risks, all 

of which legislators must consider as they begin to regulate this space.34 

NHC’s statement provides a wide range of key components for using AI responsibly, 

including: 

● Human oversight, to guarantee the algorithm’s safety and accuracy and ensure 

continuous improvements as conditions change, including AI-tool advancements 

● Robust and continuous feedback loops, to identify and prevent the risk of harm 

● Pre-deployment testing that includes testing on a diverse range of real-world 

settings  

Along with CVS Health, the American Heart Association, and other health systems and 

organizations, NHC is one of the founding partners of the Coalition of Health AI (CHAI). 

CHAI represents a wide array of stakeholders to drive development, evaluation, and the 

appropriate use of AI in health care.35 
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The American Medical Association:  

Principles for AI Development, Deployment, and Use 

In November 2023, the American Medical Association (AMA) released its set of principles 

for the development and use of AI in health care decision-making settings.36 In the absence 

of a comprehensive federal policy that oversees the use of AI, the AMA developed the 

following principles to protect and inform both physicians and patients:  

● Oversight of AI use in health care should include a “whole government” approach 

in order to mitigate any potential risks. 

● Transparency around the use of AI is critical for physician and patient 

relationships; there should be laws in place to mandate transparency around the 

design, development, and deployment processes of AI tools. 

● Documentation and disclosure of the use of AI should be required when AI may 

impact patient care, which may include access to care, decision-making processes, 

and communications. 

● Generative AI requires additional safeguards to protect patients, so 

governance policies must be in place prior to the adoption and use of any 

generative AI tools. 

● AI developers must be held accountable for data privacy when developing 

tools, and both developers and health care organizations must create safeguards to 

protect patient privacy and data when AI tools are being used. 

● AI developers and health care organizations should be proactive in identifying 

and mitigating biases, to ensure equitable health care outcomes among patients. 

● Physician liability related to the use of AI should be limited to existing legal 

approaches to medical liability. 
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AHIP:  

Priorities for AI to Transform Health Care and Administrative Processes 

In July 2023, AHIP (formerly known as America’s Health Insurance Plans), an advocacy and 

trade association that represents health insurance companies, responded to a request for 

information (RFI) for potential regulatory action to protect consumers and prevent biases in 

the development of a national AI strategy.37 In response, AHIP outlined several policies to 

supplement existing industry regulations, including: 

● Increase consumer education around the uses of AI, so that consumers are able 

to make informed decisions and are aware of potential benefits and harms when AI 

tools are used in relation to their health care 

● Continue to monitor AI advancements, so that U.S. policy and advancements can 

remain competitive and protect consumers from potential nefarious activities that 

endanger data privacy and security 

● Balance innovation with consumer safeguards; to protect consumers, efforts to 

improve disclosures, transparency, and audits of AI tools should be tailored to the 

specific algorithm rather than use a one-size-fits-all approach 

● Oversight frameworks should be risked-based, to ensure that risk-mitigation 

techniques are right-sized to the potential for adverse outcomes and are not overly 

restrictive 

● Regulatory frameworks should be flexible, based on the use case of the tool, 

so that any general AI regulations can be tailored to the specific respective needs, 

such as health care 

● Mitigate the perpetuation and introduction of biases in both underlying data 

and the development of algorithms 

 

  



FINAL REPORT  |  November 2024  26 

Considerations for Regulators 

In addition to describing how AI is currently being used in health insurance decision-

making, and how stakeholders view the potential opportunities and risks of AI, NAIC 

Consumer Representatives call on regulators to keep the following considerations top-of-

mind while they work to address the ever-evolving AI space.  

Transparency & Data 

Transparency—to consumers, providers, and regulators—is a crucial component of AI 

oversight. This can be seen in regulatory and legislative action to date and is reflected in 

the guiding principles for AI put forward by health care advocates.  

Meaningful transparency is critical. Both regulators and consumers must be fully 

aware when AI is being used by health insurance plans for UM purposes and be clear 

on what role the AI plays in determining coverage for care. 

● There is overwhelming consensus—in interviews conducted for this report, existing 

research, and across organizational AI frameworks—that meaningful transparency 

must be included as one of the first steps of any AI regulation. Meaningful 

transparency must go beyond a one-size-fits-all approach and instead be tailored to 

the use case for which the AI tool is being deployed. What this means is that 

disclosures will differ based on the audience, be it consumer, provider, or health 

insurance plan. 

● To ensure that AI-use disclosures go beyond simply adding another form to the 

multitude that patients already receive at the doctor’s office, some states—including 

Utah—have said that businesses using AI tools are responsible for providing a clear 

and plain disclosure every single time a consumer interacts with the tool. 

● Transparency between technology developers and regulators is also particularly 

important in this rapidly evolving space. To adequately protect consumers, 

regulators must be able to review the use cases, implementation, and data being 

used by respective tools. 

Transparency must be multi-dimensional. It must extend to disclosures about the 

data used to develop, train, and test the AI tools (with an emphasis on consent for 

use and representativeness of the population), the extent to which any AI tool can 
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begin to train itself, and the criteria used for UM decisions. It must also create 

pathways for data to become public, for use by researchers and others. 

● Along with requiring transparency around the use cases of AI tools, transparency 

between the technology developer and regulators must include what data is being 

used relative to the tool. This transparency will help regulators prevent 

discrimination and potential adverse outcomes, as outlined in Colorado’s SB 169. 

● Beyond requiring disclosures around what data is used to develop, train, and test AI 

tools, data outputs related to the use of AI tools by health plans must be made 

publicly available. This transparency will enable relevant stakeholders, including 

academics and consumer advocates, to aggregate trends and identify any potential 

bad actors.  

Existing laws that regulate data and take action against discrimination should be 

assessed for their applicability to AI in utilization management.  

● Several states—including Colorado, Utah, and California—have made significant 

headway in regulating the use of AI in the broader insurance space. The policies,  

approaches, challenges, successes, and other lessons learned by these pioneering 

states may all be used by other states as frameworks for developing their own AI 

regulations.  

● There has been substantial state regulation of the AI space beyond the insurance 

sector. Reviewing these laws and regulations should also be one of the first steps in 

developing frameworks to regulate the use of AI in UM processes specific to health 

insurance.  

Accountability 

Relying on proprietary AI technologies for critical decisions about patient care is 

problematic because it can obscure who is accountable for decisions that may harm a 

patient. Transparency is therefore critical to holding health insurance plans accountable 

and, when appropriate, liable for the harm caused by the integration of AI into UM 

activities.  
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Regulators must also consider how AI tools are trained, to ensure that (a) such tools are not 

developed by bad actors with misaligned incentives and (b) there are strategies in place to 

ensure that the tool operates, throughout its entire life cycle, as initially intended. 

Regulatory standards must clearly identify which parties are accountable (e.g., 

health plans, technology developers, etc.) when AI tools are used in UM decisions 

that lead to consumer harms, including discrimination, breaches of privacy, and 

incorrect adverse determinations. 

● Beyond increasing transparency to enable potential enforcement of regulatory 

standards, regulations must clearly delineate accountability when AI tools are used 

for UM decisions. 

● Utah has held businesses accountable for failing to disclose the use of AI. However, 

there is currently limited regulatory action elsewhere regarding which parties 

involved in using AI in UM are to be held accountable for poor outcomes.  

Regular audits, conducted on behalf of state regulatory agencies by parties that 

specialize in testing AI technologies, can be an effective way to both understand the 

ways AI is used in making UM decisions and hold the plans accountable for its use.  

● In Colorado, SB 169 requires insurers to review their big data systems, including 

algorithms and predictive models, and report the status of their review and findings 

back to the Colorado Department of Insurance for evaluation. This process aims to 

identify and correct any discrimination against protected classes and ensure that 

the insurer’s AI tools are not perpetuating bias.  

● The technical expert interviewed for this report expounded on the importance of 

having regular audits, of both dynamic and static models, to ensure that models are 

acting within their use case and not increasing harm to any consumer. 

AI tools intended for UM decisions should be built on the highest-quality standards 

of care and penalties for non-compliance need to be substantial enough to have 

influence. 

● AI tools need to be built upon clinical standards that seek to achieve the highest 

quality of care and not to be in service of other outcomes, including financial 

savings. There is evidence that AI is being used by health plans to expedite denials 
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in order to increase savings and/or to create structures that disincentivize clinical 

reviewers from spending adequate time on reviewing the clinical merit of individual 

cases.   

● Requiring the consideration of the highest-quality clinical standards is an essential 

component of UM that protects consumers from harm. This is true regardless of 

whether or not AI is used in the decision-making process. As AI grows in influence, it 

is essential that clinical criteria are embedded in any algorithm that has the ability to 

deny coverage.  

Regulators must require governance structures that measure and prevent harm to 

historically marginalized and disenfranchised populations. 

● Just as it does across society, bias exists in the medical field and can be measured 

both statistically and socially.38 Statistically, we know that there is a persistent lack of 

representation of certain groups—including women, people of color, and people 

with disabilities—in large datasets commonly used for clinical research. As a result, 

AI tools that are trained on such datasets will continue to reinforce biases that lead 

to outcome gaps among historically marginalized and disenfranchised populations.   

● Potential ways of preventing harm may include requiring developers to test and 

train emerging tools on diverse datasets, mandating the establishment of internal 

governance structures that determine the metrics for bias, conducting regular 

external measurements, and creating regulatory structures that require the 

resolution of measured bias in UM outcomes.  

● Regulators can also craft regulations that require AI governance structures to create 

policies that compel health plans to document and publicly disclose the detection of 

biases and how it was addressed.  

Ensuring Effective Oversight 

When it comes to oversight, regulators need to ensure that health insurance companies 

place humans who have the appropriate clinical training in positions that are responsible 

for determining patient care. Those individuals must have the level of authority and 

support needed to override determinations made by AI algorithms, whenever appropriate. 

There also must be a clear pathway for consumers to appeal denials, as a backstop when 

the wrong determination is made by either a human reviewer or AI.  



FINAL REPORT  |  November 2024  30 

State regulators should establish robust and accessible appeals processes for 

coverage denials. 

● Patients and providers need to be given a rationale for every denial, so that they can 

determine whether or not to appeal the decision or resubmit the request with 

modifications. There should also be up-front disclosures about the role AI plays in 

the determination process. The technical experts interviewed for this report 

highlighted the need for a clear definition of how AI was involved in the process, 

including the level to which it assisted in the determination (e.g., substantially 

assisted, minimally assisted, etc.).  

● There needs to be an identification and resolution process in place to address tools 

that are used beyond their intended use. This may require health plans to establish 

and maintain a registry of AI-enabled actions that is embedded in their UM process. 

Making this registry transparent to regulators may further aid accountability and 

understanding of how the field is evolving.  

Human oversight must be embedded into UM when AI is used, and those reviewers 

must have the authority and ability to overturn decisions made by the AI without 

undue consequences.  

● While AI tools may be useful in expediting approvals, at minimum, human 

practitioners with the appropriate clinical training must be accountable for any 

denials of coverage. If an AI tool recommends that a claim be denied, then a health 

plan needs to have a clinically trained case manager available to directly support 

that patient should they choose to appeal the decision. 

● Human reviewers must be appropriately supported and empowered to overturn AI 

algorithms’ recommendations. This means that (a) expectations and safeguards 

must be in place to protect clinical reviewers from retribution and (b) financial 

incentives based solely on the volume of claims processed should be eliminated.  

AI regulation must be considered an evolving practice that relies on collaboration 

between regulators, technical experts, industry stakeholders, consumers, and 

consumer advocates. 

● Because this is a complex and ever-evolving field, regulatory approaches need to be 

sufficiently prescriptive to protect consumers but flexible enough that regulations 
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do not quickly become outdated or unenforceable. States should consider 

leveraging technical experts, and allocating funding to study the use of AI by health 

plans that operate in their state, as important first steps in this process.  

● To achieve the dual objectives of encouraging innovation while also ensuring 

protection from harm, all parties in this space need to closely collaborate and co-

design solutions. This includes operating from a place of good faith and 

transparency.  
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Conclusion  

Given the rapid proliferation of AI tools in health care, regulators must engage more 

proactively in both the development and enforcement of regulations that protect 

consumers from potential harm and discrimination by AI. Within the current technical 

environment, change happens at a rapid pace and immediate action is necessary to stay 

ahead of the potential harms that can emerge from the unregulated use of these 

technologies. The considerations laid out in this report are not exhaustive, but they may 

provide a baseline understanding of current use cases of AI in health insurance processes 

and opportunities for regulation by stakeholders who see the impact of unregulated AI use 

in health care today. 

AI provides opportunities to reduce administrative burdens, increase practitioners’ abilities 

to practice at the top of their license, and improve patient care. However, as outlined 

above, there are also real and significant risks to using AI tools in health care that must be 

safeguarded against to prevent poor health outcomes and further discrimination against 

historically marginalized and disenfranchised populations.  

Determinations of whether provider-recommended clinical items and services should or 

should not be covered can be life-altering, thereby cannot be left merely to AI tools or the 

developers or plans that use them. The time to act is now.  
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Glossary 

Artificial intelligence (AI) is a catch-all term referring to technologies that enable 

computers and machines that have the ability to mirror human learning and decision-

making. There are many different models and capabilities within AI.  

Utilization management (UM) is the process by which health care benefit administrators 

(most often, health insurance plans) determine whether to approve payment for the course 

of care recommended by the patient’s medical team. While there may be a range of 

practices within this definition, the most common are prior authorization, concurrent 

review, and retrospective review.  

Machine learning (ML) refers to the ability of computer systems to learn and adapt 

beyond their initial instructions. 

Natural language processing (NLP) is a form of AI that allows computers to understand, 

interpret, and generate human language. 

Use case refers to a purposeful application of an AI model for a discrete business case or 

outcome. Use cases often outline the expected series of interactions between a computer 

system and a select set of data inputs to achieve a predetermined goal.  

Prior authorization is an administrative process in which a benefit administrator, such as 

a health plan, requires providers to seek approval for a specific course of treatment on 

behalf of their patient to ensure the patient will have coverage.  
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